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Abstract

We investigate the random dynamics of rational maps and the dynamics of semigroups of
rational maps on the Riemann sphere C. We show that regarding random complex dynamics
of polynomials, generically, the chaos of the averaged system disappears at any point in C,
due to the automatic cooperation of the generators. We investigate the iteration and spectral
properties of transition operators acting on the space of (Holder) continuous functions on
C. We also investigate the stability and bifurcation of random complex dynamics. We show
that the set of stable systems is open and dense in the space of random dynamical systems
of polynomials. Moreover, we prove that for a stable system, there exist only finitely many
minimal sets, each minimal set is attracting, and the orbit of a Hélder continuous function
on C under the transition operator tends exponentially fast to the finite-dimensional space
U of finite linear combinations of unitary eigenvectors of the transition operator. Combining
this with the perturbation theory for linear operators, we obtain that for a stable system
constructed by a finite family of rational maps, the projection to the space U depends real-
analytically on the probability parameters. By taking a partial derivative of the function of
probability of tending to a minimal set with respect to a probability parameter, we introduce
a complex analogue of the Takagi function, which is a new concept.

1 Introduction

In this paper, we investigate the independent and identically-distributed (i.i.d.) random dynamics
of rational maps on the Riemann sphere C and the dynamics of rational semigroups (i.e., semigroups
of non-constant rational maps where the semigroup operation is functional composition) on C.
One motivation for research in complex dynamical systems is to describe some mathematical
models on ethology. For example, the behavior of the population of a certain species can be
described by the dynamical system associated with iteration of a polynomial f(z) = az(1 — 2)
(cf. [9]). However, when there is a change in the natural environment, some species have several
strategies to survive in nature. From this point of view, it is very natural and important not only
to consider the dynamics of iteration, where the same survival strategy (i.e., function) is repeatedly
applied, but also to consider random dynamics, where a new strategy might be applied at each
time step. Another motivation for research in complex dynamics is Newton’s method to find a root
of a complex polynomial, which often is expressed as the dynamics of a rational map g on C with
deg(g) > 2, where deg(g) denotes the degree of g. We sometimes use computers to analyze such
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dynamics, and since we have some errors at each step of the calculation in the computers, it is
quite natural to investigate the random dynamics of rational maps. In various fields, we have many
mathematical models which are described by the dynamical systems associated with polynomial
or rational maps. For each model, it is natural and important to consider a randomized model,
since we always have some kind of noise or random terms in nature. The first study of random
complex dynamics was given by J. E. Fornaess and N. Sibony ([10]). They mainly investigated
random dynamics generated by small perturbations of a single rational map. For research on
random complex dynamics of quadratic polynomials, see [4, 5, 6, 7, 8, 11]. For research on random
dynamics of polynomials (of general degrees), see the author’s works [30, 28, 29, 31, 32].

In order to investigate random complex dynamics, it is very natural to study the dynamics of
associated rational semigroups. In fact, it is a very powerful tool to investigate random complex
dynamics, since random complex dynamics and the dynamics of rational semigroups are related
to each other very deeply. The first study of dynamics of rational semigroups was conducted
by A. Hinkkanen and G. J. Martin ([14]), who were interested in the role of the dynamics of
polynomial semigroups (i.e., semigroups of non-constant polynomial maps) while studying various
one-complex-dimensional moduli spaces for discrete groups, and by F. Ren’s group ([12]), who stud-
ied such semigroups from the perspective of random dynamical systems. Since the Julia set J(G)
of a finitely generated rational semigroup G = (hq,...,hy,) has “backward self-similarity,” i.e.,
J(G) = UT:l hj_l(J(G)) (see [25, Lemma 0.2]), the study of the dynamics of rational semigroups
can be regarded as the study of “backward iterated function systems,” and also as a generalization
of the study of self-similar sets in fractal geometry. For recent work on the dynamics of rational
semigroups, see the author’s papers [24]-[32], and [22, 23, 33, 34].

In this paper, by combining several results from [31] and many new ideas, we investigate
the random complex dynamics and the dynamics of rational semigroups. In the usual iteration
dynamics of a single rational map g with deg(g) > 2, we always have a non-empty chaotic part,
i.e., in the Julia set J(g) of g, which is a perfect set, we have sensitive initial values and dense
orbits. Moreover, for any ball B with BN J(g) # 0, g"(B) expands as n — co. Regarding random
complex dynamics, it is natural to ask the following question. Do we have a kind of “chaos” in the
averaged system? Or do we have no chaos? How do many kinds of maps in the system interact?
What can we say about stability and bifurcation? Since the chaotic phenomena hold even for a
single rational map, one may expect that in random dynamics of rational maps, most systems
would exhibit a great amount of chaos. However, it turns out that this is not true. One of the
main purposes of this paper is to prove that for a generic system of random complex dynamics of
polynomials, many kinds of maps in the system “automatically” cooperate so that they make the
chaos of the averaged system disappear at any point in the phase space, even though the dynamics
of each map in the system have a chaotic part (Theorems 1.5, 3.20). We call this phenomenon
the “cooperation principle”. Moreover, we prove that for a generic system, we have a kind of
stability (see Theorems 1.7, 3.24). We remark that the chaos disappears in the C° “sense”, but
under certain conditions, the chaos remains in the C? “sense”, where C? denotes the space of
(G-Holder continuous functions with exponent 8 € (0,1) (see Remark 1.11).

To introduce the main idea of this paper, we let G be a rational semigroup and denote by F(G)
the Fatou set of G, which is defined to be the maximal open subset of C where G is equicontinuous
with respect to the spherical distance on C. We call J(G) := C\ F(G) the Julia set of G. The
Julia set is backward invariant under each element h € G, but might not be forward invariant.
This is a difficulty of the theory of rational semigroups. Nevertheless, we utilize this as follows.
The key to investigating random complex dynamics is to consider the following kernel Julia set
of G, which is defined by Jier(G) = e g Y(J(G)). This is the largest forward invariant subset
of J(G) under the action of G. Note that if G is a group or if G is a commutative semigroup, then
Jker (G) = J(G). However, for a general rational semigroup G generated by a family of rational
maps h with deg(h) > 2, it may happen that § = Jxer (G) # J(G).

Let Rat be the space of all non-constant rational maps on the Riemann sphere C endowed with
the distance x which is defined by x(f,g) := sup,.a d(f(2),9(2)), where d denotes the spherical



Cooperation principle in random complex dynamics 3

distance on C. Let Rat; be the space of all rational maps g with deg(g) > 2. Let P be the
space of all polynomial maps g with deg(g) > 2. Let 7 be a Borel probability measure on Rat
with compact support. We consider the i.i.d. random dynamics on C such that at every step we
choose a map h € Rat according to 7. Thus this determines a time-discrete Markov process with
time-homogeneous transition probabilities on the phase space C such that for each # € C and
each Borel measurable subset A of (C, the transition probability p(z, A) from x to A is defined as
p(z,A) = 7({g € Rat | g(z) € A}). Let G, be the rational semigroup generated by the support
of 7. Let C(C) be the space of all complex-valued continuous functions on C endowed with the
supremum norm | - ||e. Let M, be the operator on C(C) defined by M, (¢)(z) = [ e(g(2))dr(g)-
This M, is called the transition operator of the Markov process induced by 7. For a metric space
X, let M4 (X) be the space of all Borel probability measures on X endowed with the topology
induced by weak convergence (thus p,, — p in 9 (X) if and only if [ pdu, — [ du for each
bounded continuous function ¢ : X — R). Note that if X is a compact metric space, then 9t (X)
is compact and metrizable. For each 7 € 9t (X), we denote by supp 7 the topological support of
7. Let My (X)) be the space of all Borel probability measures 7 on X such that supp 7 is compact.
Let M* : MMy (C) — 91 (C) be the dual of M,. This M* can be regarded as the “averaged
map” on the extension 9)?1(@) of C (see Remark 2.14). We define the “Julia set” Jyeqs(7) of the
dynamics of M} as the set of all elements p € 9)?1(@) satisfying that for each neighborhood B
of u, {(M*)"|5 : B — 9, (C)},en is not equicontinuous on B (see Definition 2.11). For each
sequence v = (71,72, - -.) € (Rat)Y, we denote by J, the set of non-equicontinuity of the sequence
{Y¥n © -+ 071 }nen with respect to the spherical distance on C. This Jy is called the Julia set of
7. Let 7 := ®52,7 € M ((Rat)"). For a 7 € My (Rat), we denote by U, the space of all finite

linear combinations of unitary eigenvectors of M, : C(C) — C(C), where an eigenvector is said
to be unitary if the absolute value of the corresponding eigenvalue is equal to one. Moreover,
we set By, == {p € C(C) | M*(p) — Oasn — oo}. For a metric space X, we denote by
Cpt(X) the space of all non-empty compact subsets of X endowed with the Hausdorff metric.
For a rational semigroup GG, we say that a non-empty compact subset L of C is a minimal set
for (G,C) if L is minimal in {C' € Cpt(C) | Vg € G,g(C) C C} with respect to inclusion.
Moreover, we set Min(G, C) := {L € Cpt(C) | L is a minimal set for (G,C)}. For a 7 € 9, (Rat),
let Sr = Upemina, &) L For a7 € My(Rat), let T'; := supp7(C Rat). In [31], the following two
theorems were obtained.

Theorem 1.1 (Cooperation Principle I, see Theorem 3.14 in [31]). Let 7 € 9y .(Rat). Suppose
that Jxer(G7) = 0. Then Jpmeas(t) = 0. Moreover, for 7-a.e. ~ € (Rat)Y, the 2-dimensional
Lebesgue measure of J., is equal to zero.

Theorem 1.2 (Cooperation Principle II: Disappearance of Chaos, see Theorem 3.15 in [31]).
Let 7 € My o(Rat). Suppose that Jyer(G7) =0 and J(G.) # 0. Then the following (1)(2)(3) hold.

(1) There exists a direct sum decomposition C(C) = U, & By . Moreover, 1 < dim¢ U, < oo
and By r is a closed subspace of C(C). Furthermore, each element of U; is locally constant

on F(G;). Therefore each element of U- is a continuous function on C which varies only on
the Julia set J(G.).

(2) For each z € C, there exists a Borel subset A, of (Rat)¥ with 7(A.) = 1 with the following
properties (a) and (b). (a) For eachy = (1,72, - -.) € A, there exists a number § = §(z,~y) >
0 such that diam(ypo0---0v1(B(z,0))) — 0 as n — oo, where diam denotes the diameter with
respect to the spherical distance on @, and B(z,0) denotes the ball with center z and radius
3. (b) For each v = (v1,72,...) € Ay, d(yp0---0v(2),5:) = 0 as n — oc.

(3) We have 1 < $Min(G,,C) < cc.
Remark 1.3. If 7 € M (Rat) and T'; N Raty # 0, then §J(G,) = .
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Theorems 1.1 and 1.2 mean that if all the maps in the support of 7 cooperate, the chaos of the
averaged system disappears, even though the dynamics of each map of the system has a chaotic
part. Moreover, Theorems 1.1 and 1.2 describe new phenomena which can hold in random complex
dynamics but cannot hold in the usual iteration dynamics of a single h € Rat,. For example, for
any h € Raty, if we take a point z € J(h), where J(h) denotes the Julia set of the semigroup
generated by h, then the Dirac measure 0, at z belongs to Jieqs(0n), and for any ball B with
BnJ(h) # 0, h"(B) expands as n — oco. Moreover, for any h € Rat,, we have infinitely many
minimal sets (periodic cycles) of h.

Considering these results, we have the following natural question: “When is the kernel Julia
set empty?” In order to give several answers to this question, we say that a family {gx}rea of
rational (resp. polynomial) maps is a holomorphic family of rational (resp. polynomial) maps if
A is a finite dimensional complex manifold and the map (z,A) — ga(z) € C is holomorphic on
C x A. In [31], the following result was proved. (Remark. In [31, Lemma 5.34, Definition 3.54-1],
A should be connected.)

Theorem 1.4 (Cooperation Principle III, see Theorem 1.7 and Lemma 5.34 from [31]). Let 7 €
M,c(P). Suppose that for each z € C, there exists a holomorphic family {gx}rea of polynomial
maps with Jycpa{9x} C T'x such that A is connected and X — gx(z) is non-constant on A. Then
Jker (Gr) =0, J(G;) # 0 and all statements in Theorems 1.1 and 1.2 hold.

In this paper, regarding the previous question, we prove the following very strong results. To
state the results, we say that a 7 € 91 .(Rat) is mean stable if there exist non-empty open
subsets U,V of F(G,) and a number n € N such that all of the following (I)(II)(III) hold: (I)
V cUand U C F(G,). (I) For each v = (y1,72,...) € I, 4, 0= 041 (U) C V. (IlI) For each
point z € C, there exists an element g € G, such that g(z) € U. We remark that if 7 € 9%, .(Rat)
is mean stable, then Jier(G;) = 0. Thus if 7 € My .(Rat) is mean stable and J(G,) # 0, then
Jiker(G-) = 0 and all statements in Theorems 1.1 and 1.2 hold. Note also that by using [19, Theorem
2.11], it is not so difficult to see that 7 is mean stable if and only if #(Min(G,C)) < co and each
L € Min(G,,C) is “attracting”, i.c., there exists an open subset Wy, of F(G,) with L € W, and an
€ > 0 such that for each z € Wy, and for each v = (y1,72,...) € IY, d(y, 0+ 071(z), L) — 0 and
diam(y, 0---0v1(B(z,€))) — 0 as n — oo (see Remark 3.7). Therefore, if 7 € 9 .(Raty) is mean
stable, then (1) Jeas(7) = 0, (2) for 7-a.e. v € (Raty )Y, the 2-dimensional Lebesgue measure of
J, is zero, (3) for each z € C there exists a Borel subset C. of (Rat; )N with 7(C,) = 1 such that
for each v € C,, d(yn 0+ 071(2),S,) — 0 as n — oo, (4) for 7-a.e. ¥ = (y1,72,...) € (Raty )N, for
each z € C\ Jy, we have d(yn0---071(2),5:) = 0as n — oo, (5) S is a finite union of “attracting
minimal sets”, (6)(negativity of Lyapunov exponents) there exists a constant ¢ < 0 such that for
each z € C there exists a Borel subset D, of (Rat, )N with 7(D,) = 1 satisfying that for each
7= (7,7,...) € D., we have limsup,,_,, + log | D(yn0---071):[ls < ¢, where | D(yn0---071):||s
denotes the norm of the derivative of v, o---o0~; at z with respect to the spherical metric, and (7)
for the system generated by 7, there exists a stability (Theorem 1.7). Thus, in terms of averaged
systems, the notion “mean stability” of random complex dynamics can be regarded as an analogy of
“hyperbolicity” of the usual iteration dynamics of a single rational map. For a metric space (X, d),
let O be the topology of M .(X) such that u, — pin (M (X),O) as n — oo if and only if (i)
[ ¢dpn — [ @dp for each bounded continuous function ¢ : X — C, and (ii) T',, — I',, with respect
to the Hausdorft metric in the space Cpt(X). We say that a subset ) of Rat satisfies condition (x)
if Y is closed in Rat and at least one of the following (1) and (2) holds: (1) for each (2o, ho) € Cx Y,
there exists a holomorphic family {gx}xea of rational maps with (J,c,{gr} C ¥ and an element
Ao € A, such that, gx, = ho and A — gx(20) is non-constant in any neighborhood of A\g. (2) Y C P
and for each (zg, hg) € C x Y, there exists a holomorphic family {gy}rea of polynomial maps with
Useaigr} € Y and an element Ao € A such that gy, = ho and A — gx(20) is non-constant in
any neighborhood of \g. For example, Rat, Rat,, P, and {z% 4+ ¢ | c € C} (d € N,d > 2) satisfy
condition (*). Under these notations, we prove the following theorem.
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Theorem 1.5 (Cooperation Principle IV, Density of Mean Stable Systems, see Theorem 3.20).
Let Y be a subset of P satisfying condition (x). Then, we have the following.

(1) The set {7 € M1 (V) | T is mean stable} is open and dense in (M1,.(Y), O). Moreover, the
set {7 € M1 c(Y) | Jkex(G-) =0, J(Gr) # 0} contains {T € My () | T is mean stable}.

(2) The set {1 € M1 (V) | T is mean stable, iI'; < oo} is dense in (M1 (Y),O).

We remark that in the study of iteration of a single rational map, we have a very famous
conjecture (HD conjecture, see [18, Conjecture 1.1]) which states that hyperbolic rational maps
are dense in the space of rational maps. Theorem 1.5 solves this kind of problem (in terms of
averaged systems) in the study of random dynamics of complex polynomials. We also prove the
following result.

Theorem 1.6 (see Corollary 3.23). Let YV be a subset of RatL satisfying condition (). Then, the
set
{r € M1(Y) | T is mean stable} U {p € My .(Y) | Min(G,, C) = {C}, J(G,) = C}

is dense in (MM,(Y), O).

For the proofs of Theorems 1.5 and 1.6, we need to investigate and classify the minimal sets
for ((I'),C), where I' € Cpt(Rat), and (I') denotes the rational semigroup generated by I' (thus
() ={gi,0---0gi, | n € N,Vg;; € I'}) (Lemmas 3.8,3.16). In particular, it is important to analyze
the reason of instability for a non-attracting minimal set.

For each 7 € M .(Rat) and for each L € Min(G,,C), let Ty, » be the function of probability
of tending to L. Namely, for each z € C, we set Ty .(z) == 7({y = (71,72,...) € (Rat)V |
d(ypo---0v1(2), L) — 0 (n — o0)}). We set C(C)* := {p: C(C) — C | p is linear and continuous}
endowed with the weak*-topology. We prove the following stability result.

Theorem 1.7 (Cooperation Principle V, O-Stability for Mean Stable Systems, see Theorem 3.24).
Let 7 € My (Rat) be mean stable. Suppose J(G,) # 0. Then there exists a neighborhood Q of T
in (My,.(Rat), O) such that all of the following hold.

(1) For each v € Q, v is mean stable, §(J(G,)) > 3, and #(Min(G,,,C)) = #(Min(G,, C)).
(2) For each v € Q, dimc(U,) = dime(U;) > 1.

(3) The map v — 7, and v — U, are continuous on ), where m, : C(C) — U, denotes the
canonical projection (see Theorem 1.2). More precisely, for each v € Q, there exists a family

{@jw}ioy of unitary eigenvectors of M, : C(C) — C(C), where ¢ = dime(U,), and a finite

family {p; . }i_, in C(C)* such that all of the following hold.

(a {@j,u}?—zl is a basis of U,.
(b) For each j, v @j, € C(@) is continuous on €.

)
)
(c) For each j, v p;, € C(C)* is continuous on €.
(d) For each (i,7) and each v € Q, p; ,(¢j.,) = 0ij.
)

(e) For each v € Q and each ¢ € C(C), m,(p) = 231:1 Pin(P) - @i

(4) For each L € Min(G,,C), there exists a continuous map v — L, € Min(G,,C) c Cpt(C)
on ) with respect to the Hausdorff metric such that L, = L. Moreover, for each v € ,
{Lv} Leminga, ) = Min(G,, C). Moreover, for each v € Q and for each L,L" € Min(G-,C)

with L # L', we have L, N L!, = 0. Furthermore, for each L € Min(G,,C), the map v —
Tr,.0 € (C(C), || - loo) s continuous on €.
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By applying these results, we give a characterization of mean stability (Theorem 3.25).

We remark that if 7 € 9 .(Rat, ) is mean stable and #(Min(G,,C)) > 1, then the averaged
system of 7 is stable (Theorem 1.7) and the system also has a kind of variety. Thus such a 7 can
describe a stable system which does not lose variety. This fact (with Theorems 1.5, 1.1, 1.2) might
be useful when we consider mathematical modeling in various fields.

Let Y be a subset of Rat satisfying (*). Let {j}1c[0,1] be a continuous family in (91 (), O).
We consider the bifurcation of {M,,, };c0,1] and {G, }+e[0,1)- We prove the following result.

Theorem 1.8 (Bifurcation: see Theorem 3.26 and Lemmas 3.8, 3.16). Let Y be a subset of Rat
satisfying condition (x). For each t € [0,1], let u, be an element of My (V). Suppose that all of
the following conditions (1)—(4) hold.

)t € (M), 0) is continuous on [0, 1].
2) Ifty,t2 € [0,1] and t1 < ta, then Ly, C mt(l“mz) with respect to the topology of ).
3) int(L',,) # 0 and F(G,,,) # 0.

(1
(
(
(4) $(Min(G,,, €)) # 8(Min(G,,,, C)).

Let B :={t € [0,1) | ut is not mean stable}. Then, we have the following.

(a) For eacht € (0,1], Jxer(Gp,) =0 and 8J(G,,) > 3, and all statements in [31, Theorem 3.15]
and Theorems 1.1,1.2 (with 7 = ;) hold.

(b) Wehavel < B < ﬁ(Min(GHU,C))—ti(Mm(G,“,C)) < 00. Moreover, for eacht € B, either (1)
there exists an element L € Min(Gm,C), a point z € L, and an element g € OT',, (C V) such
that z € LN J(G,,) and g(2) € LNJ(G,,), or (i) there exist an element L € Min(G,,, C),
a point z € L, and finitely many elements g1,...,g9, € O, such that L C F(G,,) and z

belongs to a Siegel disk or a Hermann ring of g.o---0g1.

(c) For each s € (0,1] there exists a number ts € (0,s) such that for each t € [ts, s],
t(Min(Gy,, C)) = 4(Min(G,, C)).

In Example 3.27, an example to which we can apply the above theorem is given. R
We also investigate the spectral properties of M, acting on Hoélder continuous functions on C
and stability (see subsection 3.2). For each a € (0,1), let
C*(C) := {p € C(C) | sup, yet.asty |P(@) — @(y)|/d(z,y)* < oo} be the Banach space of all
complex-valued a-Hélder continuous functions on C endowed with the a-Hélder norm || - ||, where

[olla == sup_ce l@(2)] +8up, g uopy 19(2) — @(y)]/d(z, y)* for each ¢ € c(C).
Regarding the space U, we prove the following.

Theorem 1.9. Let 7 € My (Rat). Suppose that Jxer(G:) = 0 and J(G,) # 0. Then, there
exists an o € (0,1) such that U, < C*(C). Moreover, for each L € Min(G,,C),
Tr-: C — [0,1] of probability of tending to L belongs to C*(C).

the function

Thus each element of U, has a kind of regularity. For the proof of Theorem 1.9, the result
“each element of U, is locally constant on F'(G,)” (Theorem 1.2 (1)) is used.

If 7 € My (Rat) is mean stable and J(G,) # 0, then by [31, Proposition 3.65], we have
S; C F(G.). From this point of view, we consider the situation that 7 € 9% .(Rat) satisfies
Jeer(Gr) = 0, J(G) # 0, and S; C F(G,). Under this situation, we have several very strong
results. Note that there exists an example of 7 € My (P) with §I'; < co such that Jie (G;) = 0,
J(G;) #0, S: C F(G,), and 7 is not mean stable (see Example 6.3).
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Theorem 1.10 (Cooperation Principle VI, Exponential Rate of Convergence: see Theorem 3.30).
Let 7 € My (Rat). Suppose that Jxer(G-) = 0, J(G;) # 0, and S; C F(G.). Then, there exists

a constant oo € (0,1), a constant A € (0,1), and a constant C > 0 such that for each ¢ € C*(C),
M (p = 7 () la < CX'[@lla for each n € N.

For the proof of Theorem 1.10, we need some careful arguments on the hyperbolic metric on
each connected component of F(G;).

We remark that in 1983, by numerical experiments, K. Matsumoto and I. Tsuda ([17]) ob-
served that if we add some uniform noise to the dynamical system associated with iteration of a
chaotic map on the unit interval [0, 1], then under certain conditions, the quantities which repre-
sent chaos (e.g., entropy, Lyapunov exponent, etc.) decrease. More precisely, they observed that
the entropy decreases and the Lyapunov exponent turns negative. They called this phenomenon
“noise-induced order”, and many physicists have investigated it by numerical experiments, al-
though there has been only a few mathematical supports for it. In this paper, we deal with not
only (i.i.d.) random dynamical systems which are constructed by adding relatively small noises to
usual dynamical systems but also more general (i.i.d.) random dynamical systems. In this paper,
we study “randomness-induced phenomena” (the phenomena in general random dynamical systems
which cannot hold in the usual iteration dynamics) which include “noise-induced phenomena”.

Remark 1.11. Let 7 € 9 .(Rat) be mean stable and suppose J(G,) # 0. Then by [31, The-
orem 3.15], the chaos of the averaged system of 7 disappears (Cooperation Principle II), and by
Theorem 1.10, there exists an ap € (0,1) such that for each a € (0, ap) the action of {M},en
on C(C) is well-behaved. However, [31, Theorem 3.82] tells us that under certain conditions on
a mean stable 7, there exists a § € (0,1) such that any non-constant element ¢ € U, does not
belong to C#(C) (note: for the proof of this result, we use the Birkhoff ergodic theorem and po-
tential theory). Hence, there exists an element ¢ € C(C) such that | M (¢)||s — oo as n — oco.

Therefore, the action of {M"},en on C#(C) is not well behaved. In other words, regarding the
dynamics of the averaged system of 7, there still exists a kind of chaos (or complexity) in the space
(CP(C), |l - |l) even though there exists no chaos in the space (C(C), | - ||o). From this point of
view, in the field of random dynamics, we have a kind of gradation or stratification between chaos
and non-chaos. It may be nice to investigate and reconsider the chaos theory and mathematical
modeling from this point of view.

Let 7 € 9t .(Rat). We now consider the spectrum Spec, (M) of M, : C*(C) — C*(C). Note

that since the family supp 7 in Rat is uniformly Lipschitz continuous on C, we have M, (C*(C)) C
C*(C) for each a € (0,1). If 7 satisfies the assumptions of Theorem 1.10, then from Theorem 1.10,

denoting by U, -(C) the set of unitary eigenvalues of M, : C(C) — C(C) (note: by Theorem 1.9,

Uy -(C) C Spec, (M) for some a € (0,1)), we can show that the distance between Z/IUJ(@) and

Spec,, (M) \ Uy ~(C) is positive.

Theorem 1.12 (see Theorem 3.31). Under the assumptions of Theorem 1.10, Spec, (M) C {z €

C||z| <A} UU, - (C), where o € (0,1) and X € (0,1) are the constants in Theorem 1.10.

Combining Theorem 1.12 and perturbation theory for linear operators ([16]), we obtain the

following theorem. We remark that even if g, — ¢ in Rat, for a ¢ € C*(C), || © gn — ¢ © glla
does not tend to zero in general. Thus when we perturb generators {h;} of I';, we cannot apply

perturbation theory for M, on C*(C). However, by using the method in the proofs of [33, Lemmas
5.1, 5.2], it is easy to see that for each « € (0, 1), for a fixed generator system (h1, ..., hy) € (Rat)™,

the map (p1,...,pm) € Wi = {(a1,...,am) € (0,1)™ | 370 a5 = 1} = My pi6n, € L(C*(C))
is real-analytic, where L(C(C)) denotes the Banach space of bounded linear operators on C*(C)

endowed with the operator norm. Thus we can apply perturbation theory for the above real-
analytic family of operators.
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Theorem 1.13 (see Theorem 3.32). Let m € N with m > 2. Let hy,...,h,, € Rat. Let
G = (h1,...,hm). Suppose that Jiex(G) = 0,J(G) # 0 and Uy gyl C F(G). Let Wy, =

{(a1, ... am) € (0,1)™ | X0 a; = 1} = {(a1,.. ., am—1) € (0,1)" 1| Z;n;ll a; < 1}. For each
a=(ay,...,am) € W, let 7, := E;"Zl a;jon; € My (Rat). Then we have all of the following.

(1) For each b € W,,, there exists an o € (0,1) and an open neighborhood of Vi, of b in Wy,

such that for each a € Vi, we have LS(Uy ., (C)) C C*(C), 7., (C*(C)) C C*(C) and (-, :

C*(C) — C¥(C)) € L(C*(C)), and such that the map a — (7., : C*(C) — C*(C)) €

L(C*(C)) is real-analytic in Vj.

(2) Let L € Min(G,@). Then, for each b € Wh,, there exists an o € (0,1) such that the map
av Ty, € (CC), || ||la) is real-analytic in an open neighborhood of b in W,,. Moreover, the
map a — T, -, € (C(C), ||-|leo) is real-analytic in Wh,. In particular, for each z € C, the map

a— T ., (2) is real-analytic in Wy,. Furthermore, for any multi-indezn = (nq,...,Mpm—1) €
(NU{0})™=L and for any b € W,,, the function z [(8%1)”1 e (ﬁa_l)”""*l (T, (2))|a=b

is Holder continuous on C and is locally constant on F(G).

(3) Let L € Min(G, @) and let b € W,,. For each i = 1,...,m — 1 and for each z € C, let
Yip(2z) == [%(TLM(Z))Ha:b and let (;p(2) == Tr7,(hi(2)) — Tp r, (him(2)). Then, iy is
the unique solution of the functional equation (I — Mz,)(¥) = Gipls,, = 0,9 € C(0),
where I denotes the identity map. Moreover, there exists a number o € (0,1) such that

i = Yoo M2, (i) in (C(C), |- ).
Remark 1.14 (see also Example 6.2). (1) By Theorem 1.5-(2), the set of all finite subsets I" of
P satisfying the assumption “Jye;((T)) = 0, J((T')) # @ and Uremin(ry,eyl € F(I))” of Theo-
rem 1.13 is dense in Cpt(P) with respect to the Hausdorff metric. (2) The function 77, ,, defined
on C can be regarded as a complex analogue of Lebesgue singular functions or the devil’s staircase,

and the function z — 9, 4(2) = [%(TL’TQ(Z))H(IZI, defined on C can be regarded as a complex
analogue of the Takagi function 7(z) := Y )7 | 5 mingez 2"z — m| where z € R. (The

Takagi function 7 has many interesting properties. For example, it is continuous but nowhere
differentiable on R. There are many studies on the Takagi function. See [35, 13, 20, 1].) In order to
explain the details, let g (z) := 2z, g2(z) :==2(x — 1) + 1 (z € R) and let 0 < @ < 1 be a constant.
We consider the random dynamical system on R such that at every step we choose the map g; with
probability a and the map g, with probability 1 — a. Let T 4(2) be the probability of tending
to o0 starting with the initial value = € R. Then, as the author of this paper pointed out in [31],
we can see that for each a € (0,1) with a # 1/2, the function Ty o alj0,1) : [0,1] — [0,1] is equal
to Lebesgue’s singular function L, with respect to the parameter a. (For the definition of L,,
see [35]. See Figure 1, [31].) The author found that, in a similar way, many singular functions on
R (including the devil’s staircase) can be regarded as the functions of probability of tending to
+o0o with respect to some random dynamical systems on R ([31, 29]). It is well-known (see [35, 20])
that for each z € [0,1], a — L,(x) is real-analytic in (0, 1), and that x — (1/2)[%@@(3:))]\,1:1/2
is equal to the Takagi function restricted to [0, 1] (Figure 1). From this point of view, the function
z — 1; p(z) defined on C can be regarded as a complex analogue of the Takagi function. This is
a new concept introduced in this paper. In fact, the author found that by using random dynam-
ical systems and the methods in this paper, we can find many analogues of the devil’s staircase,
Lebesgue’s singular functions and the Takagi function (on [—oc0, o0],C etc.). For the figure of the
graph of v, ;, see Example 6.2 and Figure 4. Some results on the (non-)differentiability of 77, -,
were obtained in [31].

In this paper, we present a result on the non-differentiability of the function v; (%) of Theo-
rem 1.13 at points in J(G,) (Theorem 3.40), which is obtained by the application of the Birkhoff
ergodic theorem, potential theory and some results from [31].
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Figure 1: From left to right, the graphs of the devil’s staircase, Lebesgue’s singular function and
the Takagi function. The Takagi function is continuous but nowhere differentiable on R.

Figure 2: The Julia set of G = (hy, ha), where g1(2) := 22 — 1,g2(2) := 22/4,hy = g3, hy 1= g3.
The planar postcritical set of G is bounded in C, J(G) is not connected and G is hyperbolic ([28]).
(h1, he) satisfies the open set condition and dimg(J(G)) < 2 ([33]). Moreover, for each connected
component J of J(G), vy € {h1, ho} s.t. J = J,. For almost every v € {hi, ho}!' with respect to
a Bernoulli measure, J, is a simple closed curve but not a quasicircle, and the basin A, of infinity
for the sequence + is a John domain (]28]).

Figure 3: The graph of 2z = Ti 7, ,, , o (2), Where, letting (hi1, ha) be the element in Figure 2, we
set 74 1= Z§:1 a;op, for each a € Wh. 7, is mean stable. A devil’s coliseum (a complex analogue
of the devil’s staircase or Lebesgue’s singular functions). This function is continuous on C and the
set of varying points is equal to J(G) in Figure 2.
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Figure 4: The graph of z — [(0Two,r, (2)/001)]|a,=1/2, Where, 7, is the element in Figure 3. A
complex analogue of the Takagi function. This function is continuous on C and the set of
varying points is included in J(G) in Figure 2.

Combining these results, we can say that for a generic 7 € 9 .(P), the chaos of the averaged
system associated with 7 disappears, the Lyapunov exponents are negative, ﬁ(Min(GT,C)) < 00,
each L € Min(G,, (f:) is attracting, there exists a stability on U, and Min(G., C) in a neighborhood
of 7 in (M .(P), ®), and there exists an a € (0,1) such that for each ¢ € C*(C), M™(¢) tends to
the space U, exponentially fast. Note that these phenomena can hold in random complex dynamics
but cannot hold in the usual iteration dynamics of a single rational map h with deg(h) > 2. We
systematically investigate these phenomena and their mechanisms. As the author mentioned in
Remark 1.11, these results will stimulate the chaos theory and the mathematical modeling in
various fields, and will lead us to a new interesting field. Moreover, these results are related to
fractal geometry very deeply.

In section 2, we give some basic notations and definitions. In section 3, we present the main
results of this paper. In section 4, we give some basic tools to prove the main results. In section 5,
we give the proofs of the main results. In section 6, we present several examples which describe
the main results.

Acknowledgment. The author thanks Rich Stankewitz for valuable comments. This work was
partially supported by JSPS Grant-in-Aid for Scientific Research (C) 21540216.

2 Preliminaries

In this section, we give some fundamental notations and definitions.

Notation: Let (X, d) be a metric space, A a subset of X, and r > 0. We set B(4,r) := {z €
X | d(z,A) < r}. Moreover, for a subset C of C, we set D(C,r) :={z € C | infoec |z —a|] < r}.
Moreover, for any topological space Y and for any subset A of Y, we denote by int(A) the set of
all interior points of A. We denote by Con(A) the set of all connected components of A.

Definition 2.1. Let Y be a metric space. We set C(Y) :={¢:Y — C | ¢ is continuous }. When
Y is compact, we endow C(Y) with the supremum norm || - ||.. Moreover, for a subset F of C'(Y),
we set Fre := {¢ € F | ¢ is not constant}.

Definition 2.2. A rational semigroup is a semigroup generated by a family of non-constant ra-
tional maps on the Riemann sphere C with the semigroup operation being functional composition([14,
12]). A polynomial semigroup is a semigroup generated by a family of non-constant polynomial
maps. We set Rat : = {h: C — C | h is a non-constant rational map} endowed with the distance
+ which is defined by s(f, g) := sup,.¢ d(f(2),9(2)), where d denotes the spherical distance on C.
Moreover, we set Raty := {h € Rat | deg(h) > 2} endowed with the relative topology from Rat.
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Furthermore, we set P := {g : C — C | g is a polynomial, deg(g) > 2} endowed with the relative
topology from Rat.

Remark 2.3 ([2]). For each d € N, let Raty := {g € Rat | deg(g) = d} and for each d € N with
d>2,let Pg:={g € P |deg(g) = d}. Then for each d, Ratq (resp. P4) is a connected component
of Rat (resp. P). Moreover, Raty (resp. Pg4) is open and closed in Rat (resp. P) and is a finite
dimensional complex manifold. Furthermore, h,, — h in P if and only if deg(h,,) = deg(h) for each
large n and the coefficients of h,, tend to the coefficients of h appropriately as n — oc.

Definition 2.4. Let G be a rational semigroup. The Fatou set of G is defined to be F(G) :=
{z € C | 3 neighborhood U of z s.t. {g|y : U — C}4ec is equicontinuous on U}. (For the definition
of equicontinuity, see [2].) The Julia set of G is defined to be J(G) := C\ F(@). If G is generated
by {g¢:}i, then we write G = (g1,¢2,...). If G is generated by a subset I of Rat, then we write
G = (). For finitely many elements ¢1,...,9m € Rat, we set F(g1,...,9m) := F({91,---,9m))
and J(g1,...,9m) == J((g1,-..,9m)). For a subset A of C, we set G(A) := Uyeq 9(A) and
G (A) :=U,eq 9 ' (4). We set G* := G U {Id}, where Id denotes the identity map.

Lemma 2.5 ([14, 12]). Let G be a rational semigroup. Then, for each h € G, h(F(G)) C F(Q)
and h=1(J(G)) C J(G). Note that the equality does not hold in general.

The following is the key to investigating random complex dynamics.

Definition 2.6. Let G be a rational semigroup. We set Jiex (G) := (e g Y(J(Q)). This is called
the kernel Julia set of G.

Remark 2.7. Let G be a rational semigroup. (1) Jixe(G) is a compact subset of J(G). (2)
For each h € G, W Jier(G)) C Jrer(G). (3) If G is a rational semigroup and if F(G) # ), then
int(Jker (G)) = 0. (4) If G is generated by a single map or if G is a group, then Jie,(G) = J(G).
However, for a general rational semigroup G, it may happen that 0 = Jier (G) # J(G) (see [31]).

It is sometimes important to investigate the dynamics of sequences of maps.

Definition 2.8. For each v = (71,72,...) € (Rat)Y and each m,n € N with m > n, we set
Ymn = Ym OO0 Yn and we set

F, := {z € C | 3 neighborhood U of z s.t. {¥n.1}nen is equicontinuous on U}

and J, := C \ F,. The set F, is called the Fatou set of the sequence y and the set J, is called
the Julia set of the sequence 7.

Remark 2.9. Let v € (Rat)Y. Then by [2, Theorem 2.8.2], .J,, # (). Moreover, if I is a non-empty
compact subset of Rat, and v € T'N, then by [25], J, is a perfect set and J,, has uncountably many
points.

We now give some notations on random dynamics.

Definition 2.10. For a metric space Y, we denote by 9, (V') the space of all Borel probability mea-
sures on Y endowed with the topology such that p, — p in 9t (Y) if and only if for each bounded
continuous function ¢ : Y — C, [¢ du, — [ ¢ du. Note that if Y is a compact metric space,
EOO_ 1 [ bjdpa—[ ¢;dus|

J=127 14| [ ¢jdpa— [ ¢sdpa|’
where {¢;};jen is a dense subset of C'(Y). Moreover, for each 7 € My (Y), we set supp7 := {z €
Y | V neighborhood U of z, 7(U) > 0}. Note that supp 7 is a closed subset of Y. Furthermore, we
set My (V) :={r € M1 (Y) | supp 7 is compact}.

For a complex Banach space B, we denote by B* the space of all continuous complex linear

functionals p : B — C, endowed with the weak* topology.

then 94 (V) is a compact metric space with the metric do(p1, p2) :=
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For any 7 € 9 (Rat), we will consider the i.i.d. random dynamics on C such that at every
step we choose a map g € Rat according to 7 (thus this determines a time-discrete Markov process
with time-homogeneous transition probabilities on the phase space C such that for each z € C and
each Borel measurable subset A of C, the transition probability p(z, A) from x to A is defined as

p(z,A) = 7({g € Rat | g(z) € A})).
Definition 2.11. Let 7 € 9 (Rat).

1. We set I'; := supp7 (thus I'; is a closed subset of Rat). Moreover, we set X, := (I';)N
(={y = (n,7,..) | v € T+ (Vj)}) endowed with the product topology. Furthermore,
we set 7 := ®;2,7. This is the unique Borel probablhty measure on X, such that for each
cylinder set A Ay x oo x Ay x T xTp x -+ in X, 7(A) = szl 7(A;). We denote by G
the subsemigroup of Rat generated by the subset I'- of Rat.

2. Let M, be the operator on C(C) defined by M. ( = fr dr(g). M, is called

the transition operator of the Markov process 1nduced by T. Moreover, let M7 : C(@)* —
C(C)* be the dual of M, which is defined as M* (1) (¢ ) = (M, (¢)) for each u € C(C)* and
each ¢ € C(C). Remark: we have M*(Eml (C€)) C 9)11 ((C) and for each p € 9y (C) and each
open subset V of C, we have M*(u fr )) d7(g).

3. We denote by Fjeqs(7) the set of p € 9 (C) satisfying that there exists a neighborhood B
of v in My (C) such that the sequence {(M*)"|5 : B — 91 (C) }ren is equicontinuous on B.
We set Jmeas(T) := M1 (C) \ Freas(T)-

Remark 2.12. Let I' be a closed subset of Rat. Then there exists a 7 € 911 (Rat) such that
I'> =T. By using this fact, we sometimes apply the results on random complex dynamics to the
study of the dynamics of rational semigroups.

Definition 2.13. Let Y be a compact metric space. Let ® : Y — 9 (Y) be the topological
embedding defined by: ®(z) := 4., where d, denotes the Dirac measure at z. Using this topological
embedding ® : Y — 9 (Y), we regard Y as a compact subset of M (V).

Remark 2.14. If h E Rat and T = 6h, then we have M*o® = ®oh on C. Moreover, for a general
7 € M (Rat), = [h(p ) for each pu € My ((C) Therefore, for a general 7 € 9y (Rat),
the map M’ : sml ((C) — iml((C) can be regarded as the “averaged map” on the extension 91, (C)
of C.

Remark 2.15. If 7 = §, € M (Raty) with h € Raty, then Jyeas(7) # 0. In fact, using the
embedding @ : C — 901, (C), we have ) # ®(J(h)) C Jmeas (7).

The following is an important and interesting object in random dynamics.

Definition 2.16. Let A be a subset of C. Let 7 € 9 (Rat). For each z € C, we set Ty +(2) 1=
T{v = (m1,72,...) € Xr | d(yn,1(2),A) — 0 as n — oo}). This is the probability of tending to A
starting with the initial value z € C. For any a € C, we set T}, ; := Ty} 7-

Definition 2.17. Let B be a complex vector space and let M : B — B be a linear operator. Let
© € B and a € C be such that ¢ # 0,]a] = 1, and M () = ap. Then we say that ¢ is a unitary
eigenvector of M with respect to a, and we say that a is a unitary eigenvalue.

Definition 2.18. Let 7 € 9 (Rat). Let K be a non-empty subset of C such that G,(K) C K.
We denote by Uy . (K) the set of all unitary eigenvectors of M, : C(K) — C(K). Moreover, we
denote by U, - (K) the set of all unitary eigenvalues of M. : C'(K) — C(K). Similarly, we denote by
Uy - «(K) the set of all unitary eigenvectors of M} : C(K)* — C(K)*, and we denote by Uy, - .(K)
the set of all unitary eigenvalues of M} : C(K)* — C(K)*.



Cooperation principle in random complex dynamics 13

Definition 2.19. Let V' be a complex vector space and let A be a subset of V. We set LS(A) :=

{Z;”:lajvj|a1,...,am€(C,U1,...,vm € A,m € N}.

Definition 2.20. Let Y be a topological space and let V' be a subset of Y. We denote by Cy (V)
the space of all ¢ € C(Y') such that for each connected component U of V, there exists a constant
cy € C with ¢|y = cy.

Definition 2.21. For a topological space Y, we denote by Cpt(Y) the space of all non-empty
compact subsets of Y. If Y is a metric space, we endow Cpt(Y') with the Hausdorff metric.

Definition 2.22. Let G be a rational semigroup. Let ¥ € Cpt(C) be such that G(Y) C Y.
Let K € Cpt(C). We say that K is a minimal set for (G,Y) if K is minimal among the space
{L € Cpt(Y) | G(L) C L} with respect to inclusion. Moreover, we set Min(G,Y) = {K €

Cpt(Y) | K is a minimal set for (G,Y)}.

Remark 2.23. Let G be a rational semigroup. By Zorn’s lemma, it is easy to see that if K; €
Cpt(C) and G(K,) C K}, then there exists a K € Min(G, C) with K C K. Moreover, it is easy to
see that for each K € Min(G, C) and each z € K, G(z) = K. In particular, if K;, K5 € Min(G, C)
with Ky # Ky, then K3 N Ky = (). Moreover, by the formula G(z) = K, we obtain that for each
K € Min(G, C), either (1) $K < oo or (2) K is perfect and $K > Ry. Furthermore, it is easy to see
that if I' € Cpt(Rat), G = ('), and K € Min(G, C), then K = J, . h(K).

Remark 2.24. In [31, Remark 3.9], for the statement “for each K € Min(G,Y'), either (1) K < co
or (2) K is perfect”, we should assume that each element g € G is a finite-to-one map.

Definition 2.25. For each 7 € M (Rat), we set St := Uy cvin(a, ¢) L-
In [31], the following result was proved by the author of this paper.

Theorem 2.26 ([31], Cooperation Principle II: Disappearance of Chaos). Let 7 € 9 .(Rat).
Suppose that Jxer(Gr) =0 and J(G;) # 0. Then, all of the following statements hold.

1. Let By == {¢ € C(C) | M"(¢) — 0 as n — oo}. Then, By, is a closed subspace of C(C),
LS(Us - (C)) # 0 and there exists a direct sum decomposition C(C) = LS(Us..(C)) ® Bo.».

Moreover, LS(Uy - (C)) C Cp(a,)(C) and 1 < dimc(LS(U - (C))) < oc.
2. #Min(G,,C) < oc.

3. Let W := UAeCon(F(GT)),AﬂST;éV) A. Then S; is compact. Moreover, for each z € C there

ezists a Borel measurable subset C, of (Rat)N with 7(C,) = 1 such that for each v € C., there
exists ann € N with v,.1(2) € W and d(ym,1(2),S7) — 0 as m — oo.

Definition 2.27. Under the assumptions of Theorem 2.26, we denote by 7, : C(C) — LS(U; ,(C))

the projection determined by the direct sum decomposition C(C) = LS(Uy,,(C)) & By,

Remark 2.28. Under the assumptions of Theorem 2.26, by the theorem, we have that | M (¢ —

Tr () |loc — 0 as n — oo, for each ¢ € C(C).

3 Results

In this section, we present the main results of this paper.
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3.1 Stability and bifurcation

In this subsection, we present some results on stability and bifurcation of M, or M*. The proofs
of the results are given in subsection 5.1.

Definition 3.1. Let (X, d) be a metric space. Let O be the topology of M (X) such that p, — p
in (M;,.(X),0) as n — oo if and only if (1) [ wdp, — [ @dp for each bounded continuous function
¢: X — C, and (2) supp p, — supp p with respect to the Hausdorff metric in the space Cpt(X).

Definition 3.2. Let I' € Cpt(Rat). Let G = (T"). We say that G is mean stable if there exist
non-empty open subsets U, V of F(G) and a number n € N such that all of the following hold.

(1) VCcUand U C F(G).
(2) For each v € TN, ~, 1(U) C V.
(3) For each point z € C, there exists an element g € G such that g(z) € U.

Note that this definition does not depend on the choice of a compact set I' which generates G.
Moreover, for a I' € Cpt(Rat), we say that I is mean stable if (I') is mean stable. Furthermore,
for a 7 € My (Rat), we say that 7 is mean stable if G is mean stable.

Remark 3.3. If G is mean stable, then Jie, (G) = 0.

Definition 3.4. Let I' € Cpt(Rat) and let G = (I'). We say that L € Min(G, C) is attracting (for
(G, ©)) if there exist non-empty open subsets U, V of F(G) and a number n € N such that both of
the following hold.

(1) LcVvcVcUcUcF(G),{C\V)>3.
(2) For each v € TN, v, 1(U) C V.

Remark 3.5. If L is attracting for G = (I'), then the set U coming from Definition 3.4 satisfies
ﬁ(@ \ U) > 3. Therefore for each connected component of U, we can take the hyperbolic metric.
Thus [19, Theorem 2.11] implies that there exist an n € N and a constant 0 < ¢ < 1 such that for
each v € T'N and for each connected component W of U, the map Yna: W — W' where W’ denotes
the connected component of U with ~, 1 (W) C W', satisfies dp,(Vn,1(2), Yn1(w)) < cdp(z, w) for
each z,w € U, where d;, denotes the hyperbolic distance.

Remark 3.6. For each h € G,
#{attracting minimal set for (G,C)} < #{attracting cycles of h} < co.

For, suppose L is an attracting minimal set for (G, C). Then for each h € G, we have h(L) C L C
F(G). Since L is attracting, from [19, Theorem 2.11] it follows that for each z € L, h™(z) tends to
an attracting cycle of h. Thus L contains an attracting cycle of h.

Remark 3.7. Let T' € Cpt(Rat). Let G = (T'). Suppose that §J(G) > 3. Then [31, Theorem 3.15,
Remark 3.61, Proposition 3.65] imply that I' is mean stable if and only if #(Min(G, C)) < oo and
each L € Min(G, C) is attracting for (G, C). Combining this with Remark 3.6, it follows that T' is
mean stable if and only if each L € Min(G, C) is attracting for (G, C).

We now give a classification of minimal sets.

Lemma 3.8. Let I' € Cpt(Raty) and let G = (). Let L € Min(G,C). Then ezactly one of the
following holds.

(1) L is attracting.
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(2) LNJ(G) # 0. Moreover, for each z € LN J(QG), there exists an element g € T with g(z) €
LN J(G).

(3) L C F(G) and there exists an element g € G and an element U € Con(F(G)) with LNU #
such that g(U) C U and U is a subset of a Siegel disk or a Hermann ring of g.

Definition 3.9. Let T' € Cpt(Rat ) and let G = (T'). Let L € Min(G, C).
e We say that L is J-touching (for (G,C)) if LN J(G) # 0.

e We say that L is sub-rotative (for (G, C)) if (3) in Lemma 3.8 holds.

Definition 3.10. Let T' € Cpt(Rat,) and let L € Min({I"), C). Suppose L is J-touching or sub-
rotative. Moreover, suppose L # C. Let g € I'. We say that g is a bifurcation element for (T, L) if
one of the following statements (1)(2) holds.

(1) L is J-touching and there exists a point z € L N J((I'}) such that g(z) € J((I')).

(2) There exist an open subset U of C with UNL # () and finitely many elements vy, ..., v,—1 € I
such that goy,_1---04(U) C U and U is a subset of a Siegel disk or a Hermann ring of
g O /'Yn_l DY O ’yl'

Furthermore, we say that an element g € I' is a bifurcation element for I' if there exists an

L € Min((I'), C) such that g is a bifurcation element for (I", L).
We now consider families of rational maps.

Definition 3.11. Let A be a finite dimensional complex manifold and let {gx}rca be a family
of rational maps on C. We say that {gx}xea is a holomorphic family of rational maps if the map
(z,A) € C x A — g(2) € C is holomorphic on C x A. We say that {gx}rea is a holomorphic family
of polynomials if {gx}rea is a holomorphic family of rational maps and each g is a polynomial.

Definition 3.12. Let ) be a subset of Rat and let U be a non-empty open subset of C. We say
that Y is strongly U-admissible if for each (zg,hg) € U x Y, there exists a holomorphic family
{gr}rea of rational maps with (Jyc,{ga} € YV and an element Ao € A such that gy, = ho and
A — gx(z0) is non-constant in any neighborhood of Ag.

Example 3.13. Rat, is strongly C-admissible. P is strongly C-admissible. Let fo € P. Then
{fo+c|ce C} is strongly C-admissible.

Definition 3.14. Let Y be a subset of Rat. We say that ) satisfies condition (x) if ) is a closed
subset of Rat and at least one of the following (1) and (2) holds. (1): Y is strongly C-admissible.
(2) Y € P and Y is strongly C-admissible.

Example 3.15. The sets Rat, Rat, and P satisfy (x). For an hy € P, the set {ho+c¢|c € C} is
a subset of P and satisfies ().

We now present a result on bifurcation elements.

Lemma 3.16. Let Y be a subset of Raty satisfying condition (x). Let T' € Cpt(Y) and let L €
Min({T'), C). Suppose that L is J-touching or sub-rotative. Moreover, suppose L # C. Then, there
exists a bifurcation element for (I', L). Moreover, each bifurcation element g € T for (T, L) belongs

to OT', where the boundary OT of T' is taken in the topological space .

We now present several results on the density of mean stable systems.
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Theorem 3.17. Let Y be a subset of Raty satisfying condition (x). Let T’ € Cpt(Y). Suppose that
there exists an attracting L € Min((I'),C). Let {L;}}_, be the set of attracting minimal sets for

(1), C) such that L; # L; if i # j (Remark: by Remark 3.6, the set of attracting minimal sets is
finite). Let U be a neighborhood of T' in Cpt(Y). For each j =1,...,r, let V; be a neighborhood of
L; with respect to the Hausdorff metric in Cpt(@). Suppose that V; N V; = 0 for each (i,j) with
i # j. Then, there exists an open neighborhood U' of T' in U such that for any element TV € U’
satisfying that T C int(T) with respect to the topology in Y, both of the following statements hold.

(1) (I) is mean stable and tMin((I"),C) = ${L’ € Min((I"}, C) | L' is attracting for ((I"),C)} =
T.

(2) For each j =1,...,r, there exists a unique element L) € Min((I), C) with L € V;. More-
over, L, is attmctmg for ((T"),C) for each j =1,.

Remark 3.18. Theorem 3.17 (with [31, Theorem 3.15]) generalizes [10, Theorem 0.1].

Theorem 3.19. Let Y be a subset of Raty satisfying condition (x). Let 7 € My (V). Suppose
that there exists an attracting L € Min(G,C). Let {L;}_; be the set of attracting minimal sets
for (G, C) such that L; # Lj ifi# j. LetU be a neighborhood of T in (M .(Y),0). For each
j=1,...,r, letV; be a neighborhood of L; with respect to the Hausdorff metric in Cpt(@). Suppose

that V; NV; =0 for each (i,7) with i # j. Then, there exists an element p € U with iT", < oo such
that all of the following hold.

(1) G, is mean stable and tMin(G,,C) = #{L’ € Min(G,, C) | L' is attracting for (T,,C)} = r.
2) Foreachj=1,...,r, there exists a unique element L', € Min(G ,C with L. € V;. Moreover,
J P J J
L is attracting for (G, (@) foreachj=1,...r

Theorem 3.20 (Cooperation Principle IV: Density of Mean Stable Systems). Let ) be a subset
of P satisfying condition (x). Then, we have the following.

(1) The set {7 € M1,c(Y) | T is mean stable} is open and dense in (M1,.(Y), O). Moreover, the
set {7 € M1 c(Y) | Jkex(Gr) =0, J(Gr) # 0} contains {T € My () | T is mean stable}.

(2) The set {1 € M1 (V) | T is mean stable, I’y < oo} is dense in (My .(Y), O).

Theorem 3.21. Let ) be a subset of Raty satisfying condition (x). Let T' € Cpt(Y). Suppose that
there exists no attracting minimal set for ((I'),C). Then we have the following.

(1) For any element T’ € Cpt(Rat) such that T C int(T") with respect to the topology in Y, we
have that Min((I'), C) = {C} and J((I'")) = C.

(2) For any neighborhood U of T in Cpt(Y), there exists an element IV € U with TV D T such
that Min({I'"), C) = {C} and J((I'")) = C.

Corollary 3.22. Let Y be a subset of Raty satisfying condition (x). Let 7 € 9y (V). Suppose that
there exists no attracting minimal set for (G, C). Let U be a neighborhood of T in (M1,.()), 0).
Then, there exists an element p € U such that Min(G,, C) = {C} and J(G,) = C.

Corollary 3.23. Let Y be a subset of Raty satisfying condition (x). Then, the set
{1 €My (V) | 7 is mean stable } U{p € My (}) | Min(GP,(@) ={C}, J(G)) = C}
is dense in (M (1), O).

We now present a result on the stability of mean stable systems.
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Theorem 3.24 (Cooperation Principle V: O-stability of mean stable systems). Let 7 € 9 .(Rat)
be mean stable. Suppose J(Gr) # 0. Then there exists a neighborhood Q of T in (9M; .(Rat), O)
such that all of the following statements hold.

1. For each v € Q, v is mean stable, 4(J(G,)) > 3, and $(Min(G,,C)) = #(Min(G,, C)).

2. For each L € Min(G,,C), there exists a continuous map v — Qr, € Cpt(C) on Q with re-
spect to the Hausdorff metric such that Q- = L. Moreover, for eachv € €, {QL,V}LeMin(GT e =
Min(G,,, C). Moreover, for each v € Q and for each L, L' € Min(G,,C) with L # L', we have
QL,V N QL’,I/ = @

3. For each L € Min(G,,C) and v € Q, let v, := dimc(LSUy+(L))), Arp = {hp, 00
hi | hy € T,(V§)}, and Gy == (A, ). Let {L;}}L, = Min(G7*, L) (Remark: by [31,
Theorem 3.15-12], we have ry, = Min(G*, L)). Then, for each L € Min(G,,C) and for
each j = 1,...,rr, there exists a continuous map v — L;, € Cpt(C) with respect to the
Hausdorff metric such that, for each v € (Q, {Lj,l/};il = Min(G}*, Q) and L;, # Lj,
whenever i # j. Moreover, for each L € Min(GT,C), for each j = 1,...,rr, and for each
v € Q, we have Lj1,, = Upep, "M(Lj.), where Ly y1, = L1,.

4. For each v € Q, dim¢(LS(Uy,,(C))) = dime(LS(Uy,(C))) = X eming, ¢ TL- For each v €
Q and for each L € Min(G,,C), we have dime(LSUs.,(Qr.,))) = 71, U (Qr.) = {at}7E,,
and Uy, ,(C) = ULeMin(GT,C){aiL}Zil’ where ay, := exp(2mi/rL).

5. The maps v — m, and v — LS(Us,(C)) are continuous on Q. More precisely, for each
v € Q, there exists a finite family {¢r;, | L € Min(GT,@),i =1,...,r.} in Z/lf,y((f:) and a
finite family {pr.;, | L € Min(G,,C),i =1,...,rp} in C(C)* such that all of the following
hold.

(a) {¢rin | L € Min(G,,C),i = 1,...,7.} is a basis of LSU; ., (C)) and {pr.., | L €

Min(G,,C),i =1,...,r} is a basis of LS(Uy, «(C)).

(b) Let L € Min(G,,C) and let i = 1,...,rp. Let v € Q. Then M,(pri,) = a%or.i.,
erivlior, = (brivlow.)’ ¢LivlQ, , =0 for any L' € Min(G,,C) with L' # L,
and supp pri, = Qr.. Moreover, {¢riv|q,,}iz, is a basis of LS(Uy,,(Qr,,)) and

{orivlc@u.y 1i=1,...,70} is a basis of LS(Uy, «(Qr,)). In particular,
dimC(LS(Uf,V(QLﬂ,))) =TL.
(¢c) For each L € Min(GT,C) and for each i = 1,...7rp, the map v — ¢L,, € C(C) 18

continuous on Q and the map v — p;,, € C(C)* is continuous on .

(d) For each L € Min(G,,C), for each (i,§) and for each v € Q, pri,(rjv) = 0ij.
Moreover, For each L, L’ € Min(G, C) with L # L', for each (i,7), and for each v € Q,
pLiw(Pr juv) =0.

() For each v € Q and for each ¢ € C(C), m,(p) = > LeMin(G..€) il PLiw(®) L

6. For each L € Min(G,,C), the map v — TqL.,v € (C(C), | - lloo) is continuous on .

We now present a result on a characterization of mean stability.

Theorem 3.25. Let Y be a subset of Raty satisfying condition (x). We consider the following
subsets A, B,C, D, E of My () which are defined as follows.

(1) A:={r €M (V)| 7 is mean stable}.
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(2) Let B be the set of T € My (V) satisfying that there exists a neighborhood X of T in
(M, (V),0) such that (a) for each v € Q, Juer(G,) = 0, and (b) v — #Min(G,,C) is
constant on 2.

(3) Let C be the set of T € M1.(Y) satisfying that there exists a neighborhood Q0 of T in
(M) (V), O) such that (a) for each v € Q, F(G,) # 0, and (b) v — tMin(G,,, C) is constant
on (.

(4) Let D be the set of 7 € My (Y) satisfying that there exists a neighborhood X of T in
(M ,.(Y), O) such that for eachv € Q, Jxer(Gy) = 0 and dime (LS Uy, (C))) = dime (LS(Uy, - (C))).

(5) Let E be the set of 7 € My () satisfying that for each o € C(C), there exists a neighborhood
Q of T in (M,c(Y),0) such that (a) for each v € Q, Jyer(G,) = 0, and (b) the map

v 1,(p) € (C(C), || - lloo) defined on Q is continuous at .
Then, A=B=C=D=E.

We now present a result on bifurcation of dynamics of G, and M, regarding a continuous
family of measures 7.

Theorem 3.26. Let Y be a subset of Raty satisfying condition (x). For each t € [0,1], let u; be
an element of My (). Suppose that all of the following conditions (1)—(4) hold.

1) t— e € (M (), 0) is continuous on [0, 1].

(1)
(2) Ift1,t2 € [0,1] and t1 < ta, then T, C int(T', ) with respect to the topology of Y.
(3) int(T,,,) # O with respect to the topology of ¥ and F(G,,) # 0.

(4) 4(Min(G,,,C)) # #(Min(G,.,,C)).

Let B := {t € [0,1) | there exists a bifurcation element g € T, forT',,}. Then, we have the
following.

(a) For each t € [0,1], Jxer(Gp,) =0 and §J(G,,,) > 3, and all statements in [31, Theorem 3.15]
(with T = p) hold.

(b) We have R
1 < 4B < 4(Min(Gp, €)) — E(Min(G,,, ©)) <

M1

Moreover, for each t € B, u; is not mean stable. Furthermore, for each t € [0,1)\ B, u; is
mean stable.

(c) Foreachs € (0,1] there exists a numberts € (0,s) such that for eacht € [t,, s], {(Min(G,,,C)) =
#(Min(G,,, C)).

Example 3.27. Let ¢ be a point in the interior of the Mandelbrot set M. Suppose z — 22 + ¢
is hyperbolic. Let 7o > 0 be a small number such that D(c,r) C int(M). Let 71 > 0 be a large
number such that D(c,r1) N (C\ M) # 0. For each t € [0,1], let py € My (D(c, (1 —t)rg + tr1)) be
the normalized 2-dimensional Lebesgue measure on D(c, (1 —t)ro +tr1). Then {p}ieo, 1 satisfies
the conditions (1)-(4) in Theorem 3.26 (for example, 2 = #(Min(G,,, C)) > #(Min(G,,,C)) = 1).
Thus

#({t € [0,1] | there exists a bifurcation element g € ', for Iy, }) = 1.
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3.2 Spectral properties of M, and stability

In this subsection, we present some results on spectral properties of M; acting on the space
of Hélder continuous functions on C and the stability. The proofs of the results are given in
subsection 5.2.

Definition 3.28. Let K € Cpt(C). For each a € (0,1), let

CYUK) == {p € C(K) | sup, yek zzylp(x) — p(y)|/d(z,y)* < oo} be the Banach space of all
complex-valued a-Holder continuous functions on K endowed with the a-Holder norm || - |4,
where [|pf|o := sup.ex [#(2)] + 5P, yer apy [9(2) — @(y)|/d(2,y) for each ¢ € C%(K).

Theorem 3.29. Let 7 € My .(Rat). Suppose that Jker( )= (D and J(G;) # 0. Then, there exists
an o > 0 such that for each o € (0, ), LS(Us - (C)) C CO‘( ). Moreover, for each a € (0,«p),
there exists a constant Eq > 0 such that for each ¢ € C*(C), ||m-(¢)|la < Eall¢llco- Furthermore,
for each a € (0,9) and for each L € Mm(GT,(C), Ty, € CQ(C)

If 7 € M (Rat) is mean stable and J(G,) # 0, then by [31, Proposition 3.65], we have
S; C F(G;) (see Definition 2.25). From this point of view, we consider the situation that 7 €
My .(Rat) satisfies Jyer(Gr) = 0, J(G-) # 0, and S, C F(G,). Under this situation, we have
several very strong results. Note that there exists an example of 7 € My (P) with I’ < oo such
that Jyer(G-) =0, J(G;) # 0, S. C F(G,), and 7 is not mean stable (see Example 6.3).

Theorem 3.30 (Cooperation Principle VI: Exponential rate of convergence). Let 7 € 9 .(Rat).
Suppose that Jue:(G7) =0, J(G7) # 0, and S- C F(G;). Let =[] crpin(a, &) dime(LSUy - (L))
Then, there exists a constant « € (0,1), a constant X € (0,1), and a constant C > 0 such that for
each ¢ € C*(C), we have all of the following.

(1) [1M77(p) = mr(@)lla < CAM|o = 7o (@)l for each n € N.

2) [MZ(p = mr(P)lla < CN*lp = 7r()lla for each n € N.

(I1M2 (o — mr (@) |a < CA*||@|la for each n € N.

I7-(@)lla < Cliela-

We now consider the spectrum Specy(M,) of M, : C*(C) — C*(C). By Theorem 3.29,
U, +(C) C Spec,(M;) for some o € (0,1). From Theorem 3.30, we can show that the distance
between U, -(C) and Spec,, (M,) \ U, -(C) is positive.

)
(2)
3)
(4)

Theorem 3.31. Under the assumptions of Theorem 3.30, we have all of the following.

(1) Spec,(M,) C {z € C | |z| < A} Uly,(C), where o € (0,1) and A € (0,1) are the constants
in Theorem 3.50.

(2) Let e C\ ({z € C||z| <A} UU,~(C)). Then, (CI — M)~ :C*(C) — C*(C) is equal to

n

—1
(¢1 = M) LSy (@) O T Z <n+1 — 7)),

where I denotes the identity on C*(C).

Combining Theorem 3.31 and perturbation theory for linear operators ([16]), we obtain the
following. In particular, as we remarked in Remark 1.14, we obtain complex analogues of the
Takagi function.
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Theorem 3.32. Let m € N with m > 2. Let hy,...,hy, € Rat. Let G = (hy,..., hy). Suppose
that Jiee(G) = 0, J(G) # 0 and Upcniinaey L € F(G). Let Wy = {(a1,...,am) € (0,1)™ |

doimpa; =1} = {(a1,...,am-1) € (0, nm=1 | Z;n;ll a; < 1}. For each a = (a1,...,0m) € Wi,
let T4 := Z;nzl a;jon; € My (Rat). Then we have all of the following.

(1) For each b € W,,, there exists an « € (0,1) and an open neighborhood Vi, of b in Wy, such that

for each a € Vi, we have LS(U ., (C)) c C*(C), =, (C*(C)) c C*(C) and (7r, : C*(C) —

N A~ N

C*(C)) € L(C*(C)), where L(C(C)) denotes the Banach space of bounded linear operators

on C*(C) endowed with the operator norm, and such that the map a — (mw;, : C*(C) —

C*(C)) € L(C*(C)) is real-analytic in V.

(2) Let L € Min(G,C). Then, for each b € Wh,, there exists an o € (0,1) such that the map
a— Ty ., € (CC), || ||la) is real-analytic in an open neighborhood of b in W,,. Moreover, the
map a — T, -, € (C(C), ||-|leo) is real-analytic in Wh,. In particular, for each z € C, the map

a— T .. (2) is real-analytic in Wh,. Furthermore, for any multi-indez n = (nq,...,Mm—1) €
(NU{0})™L and for any b € W,,, the function z [(8%1)”1 e (ﬁail)”m*1 (T, (2))|a=b

belongs to C’p(g)(@).

(3) Let L € Min(G,C) and let b € W,,. For each i = 1,...,m — 1 and for each z € C, let
Yip(2) = [%(TL@ (2N]la=b and let Gp(2) = Tp r(hi(2)) — TLr, (hm(2)). Then, ¥y is
the unique solution of the functional equation (I — My, )(¢) = Cw,w\sn’ = 0,9 € C(C),
where I denotes the identity map. Moreover, there exists a number o € (0,1) such that

Yip = Yomeo M (Gip) in (C(C), | - [la)-

We now present a result on the non-differentiability of 1, ; at points in J(G;). In order to do
that, we need several definitions and notations.

Definition 3.33. For arational semigroup G, we set P(G) := |J,c{ all critical values of g : C—C}
where the closure is taken in C. This is called the postcritical set of G. We say that a rational semi-
group G is hyperbolic if P(G) C F(G). For a polynomial semigroup G, we set P*(G) := P(G)\{oc}.
For a polynomial semigroup G, we set K(G) := {z € C | G(2) is bounded in C}. Moreover, for
each polynomial h, we set K (h) := K((h)).

Remark 3.34. Let I’ € Cpt(Rat, ) and suppose that (I') is hyperbolic and Jie ((I')) = 0. Then
by [31, Propositions 3.63, 3.65], there exists an neighborhood U of T' in Cpt(Rat) such that for
each I € U, T" is mean stable, Jie:((I')) = 0, J((I')) # 0 and Uy, cppin(rry ey L © FI)).

Definition 3.35. Let m € N. Let h = (hy, ..., hn) € (Rat)™ be an element such that hy,..., hy,
are mutually distinct. We set I' := {hy,...,hy}. Let f: TN x C — TN x C be the map defined
by f(v,y) = (6(7),7(y)), where v = (y1,72,...) € 'V and o : TN — TV is the shift map
((v1,72,---) = (72,73, --.)). This map f: N x C — I'V x C is called the skew product associated
with T. Let = : TNxC — I'N and e I'NxC — C be the canonical projections. Let € 91, (rN x@)
be an f-invariant Borel probability measure. Let W, := {(a1,...,amn) € (0,1)™ | ZT:l a; =1}
For each p = (p1,...,pm) € Wm, we define a function p : TV x C — R by p(v,y) =p; if 1 =hy
(where v = (71,72, .. .)), and we set

~ —(Jpeyelogp(y,y) du(y,y))
 JenselogID(n)ylls du(v,y)

u(h,p, p) :

(when the integral of the denominator converges), where || D(71),||s denotes the norm of the deriva-
tive of 1 at y with respect to the spherical metric on C.
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Definition 3.36. Let h = (hy, ..., h,) € P™ be an element such that hq, .. ., hy, are mutually dis-
tinct. Weset I' := {h1,...,hy}. For any (v,y) € TNXC, let G, (y) := lim,,— o m log™ [ym.1(y)],

where log" a := max{loga, 0} for each a > 0. By the arguments in [21], for each v € I'V, G, ()
exists, G is subharmonic on C, and G,|a is equal to the Green’s function on A -, with pole

00,y
at oo, where Au, ., := {z € C | yn.1(2) — 00 as n — oo}. Moreover, (7v,y) — G- (y) is continuous
on 'V x C. Let p, := dd°G,, where d° := 5-(9 — 0). Note that by the argument in [15, 21], p,
is a Borel probability measure on J, such that supp p, = J,. Furthermore, for each v € N, let
Q(y) = >.G(c), where ¢ runs over all critical points of 71 in C, counting multiplicities.

Remark 3.37. Let h = (hy,..., hy,) € (Raty)™ be an element such that hq, ..., hy, are mutually
distinct. Let T' = {hy,..., hy}t and let f: TN x C — I'N x C be the skew product map associated
with T'. Moreover, let p = (p1,...,pm) € Wy, and let 7 = Z;n:l p;On, € My (). Then, there exists
a unique f-invariant ergodic Borel probability measure p on TV x C such that 7, (u) = 7 and
hu(flo) = max e rusey. s (p)=pr. (=7 to(flo) = 2275, pjlog(deg(hy)), where hy(f|o) denotes
the relative metric entropy of (f, p) with respect to (o,7), and &;(-) denotes the space of ergodic

measures (see [24]). This u is called the maximal relative entropy measure for f with respect
to (o,7).

Definition 3.38. Let V be a non-empty open subset of C. Let @ : V — C be a function and let
y € V be a point. Suppose that ¢ is bounded around y. Then we set

Hél(p, y) := sup{S € [0, 00) | limsup le(z) — ()l

z2—Y, 27y d(Z,y)ﬁ = OO} © [O’OO],

where d denotes the spherical distance. This is called the pointwise Holder exponent of ¢ at
Y.

Remark 3.39. If Hol(¢,y) < oo, then Hél(p,y) = inf{8 € [0,00) | limsup,_,, ., % =
oo}. If Hol(p,y) < 1, then ¢ is non-differentiable at y. If Hol(p,y) > 1, then ¢ is differentiable at
y and the derivative at y is equal to 0. In [31, Definition 3.80], “limsup,_,,” should be replaced by

“limsup,_, . ,” and we should add the following. “If {8 € [0,00) | limsup,_, ., EE=5Wl —

oo} = 0, then we set Hol(p,y) = oo.

We now present a result on the non-differentiability of 1; ,(z) = [%(TLJQ (2))]]la=b at points
in J(G;).
Theorem 3.40. Let m € N with m > 2. Let h = (hq,...,hm) € (Raty)™ and we set T' =
{hi,h2, . hn}. Let G = (ha, ... hp). Let Wy, = {(a1,...,an) € (0,1)™ | 2201 a5 = 1} =
{(a1,...,am-1) € (0,1)m=1 | Z;n:_ll aj < 1}. For each a = (a1,...,am) € Wy, let 7, =
Z;”:l ajon; € M (Rat). Let p = (p1,...,Pm) € Wi Let f : INxC —INxC be Athe skew
product associated with T. Let 7 := 37", p;on, € My(T) C My (P). Let p € My (TN x C) be the
mazimal relative entropy measure for f : TV x C — IV x C with respect to (o,7). Moreover, let
A= (me)«(n) € My (C). Suppose that G is hyperbolic, and h Y (J(G) MR HI(G)) =0 for each
(i,4) with i # j. For each L € Min(G,C), for each i = 1,...,m — 1 and for each z € C, let
Vi pn(2) = [a%i(TL,Ta(Z))”a:p- Then, we have all of the following.

1. G; = G is mean stable, Jyer(G) = 0, and S, C F(G;). Moreover, 0 < dimg(J(G)) < 2,
supp A = J(G), and \({z}) =0 for each z € J(G).

2. Suppose tMin(G, C) # 1. Then there exists a Borel subset A of J(G) with A(A) = 1 such, that
for each zy € A, for each L € Min(G,C) and for each i = 1,...,m — 1, ezactly one of the
following (a),(b),(c) holds.
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) HOl(Y; p.1, 21) = HOWWi p 1, 20) < u(h,p, ) for each 21 € by ({z0}) Uh, ({z0}).
(b) Hol(Wip,1,20) = u(h,p, 1) < HOW(Wyp,1, 21) for each z1 € hi ' ({20}) U by ({z0})-

) HOl(ip, 1, 21) = ulh, p, p) < HOW(; .1, 20) for each z1 € hi ' ({z0}) Uy ({z0})-
3. If h=(hy,...,hy) € P™, then

(Z;ﬂ 1 p] log p;)
Ej 1Dj log deg )+ pr d%('y)

u(h,p,p) =

and - "
> j=1pjlog deg(h -) -2 ie pj log p;

Yoty pilogdeg(hy) + [ Q) di(y) ~
where dimg (\) := inf{dimp (A) | A is a Borel subset of C, \(A) = 1}.

2> dlmH()\) =

4. Suppose h = (hy,..., hy) € P™. Moreover, suppose that at least one of the following (a),
(b), and (c) holds: (a) ZT:I pjlog(pj deg(h;)) > 0. (b) P*(G) is bounded in C. (c) m = 2.
Then, u(h,p, p) < 1.

4 Tools

In this section, we introduce some fundamental tools to prove the main results.

Let G be a rational semigroup. Then, for each g € G, g(F(G)) C F(G),g ' (J(GQ)) C J(G).
If G is generated by a compact family A of Rat, then J(G) = Upcpa h™H(J(G)) (this is called
the backward self-similarity). If $J(G) > 3, then J(G) is a perfect set and J(G) is equal to
the closure of the set of repelling cycles of elements of G. In particular, J(G) = UgzeqJ(g) if
§J(G) > 3. We set E(G) :={z € C | §U,eqg '({z}) < oo}. If §J(G) > 3, then 4E(G) < 2 and
for each z € J(G) \ E(G), J(G) = U,eq 9 '({z}). I §J(G) > 3, then J(G) is the smallest set in
{0 # K c C| K is compact,Vg € G,g(K) C K} with respect to the inclusion. For more details
on these properties of rational semigroups, see [14, 12, 24].

For fundamental tools and lemmas of random complex dynamics, see [31].

5 Proofs

In this section, we give the proofs of the main results.

5.1 Proofs of results in 3.1

In this subsection, we give the proofs of the results in subsection 3.1. We need several lemmas.

Definition 5.1. Let W be an open subset of C with #(C\ W) > 3 and let g : W — W be a
holomorphic map. Let {W;};ec; = Con(W). For each connected component W; of W, we take the
hyperbolic metric p;. For each z € W, we denote by ||Dg.||s the norm of the derivative of g at z
which is measured from the hyperbolic metric on the component W;, of W containing z to that on
the component W;, of W containing g(z). Moreover, for each subset L of W and for each r > 0,
we set dp(L, 1) = U ;e {2 € W | dp; (2, LNW;) < T} where d,; (2, L N W;) denotes the distance
from z to LN W; Wlth respect to the hyperbolic distance on W Similarly, for each z € W, we

denote by ||Dg.||s the norm of the derivative of g at z with respect to the spherical metric on C.

Lemma 5.2. Let I' € Cpt(Rat) and let G = (I'). Let L € Min(G,C) be attracting for (G, C).
Let W = UAeCon(F(G)) ANL£D A and let W' be a relative compact open subset of W including L.

Then there exists an open neighborhood U of T' in Cpt(Rat) such that both of the following hold.



Cooperation principle in random complex dynamics 23

(1) For each Q € U, there exists a unique L' € Min({€2, C) with L' c W',
(2) For each Q € U, the above L' is attracting for ((€2),C).

Proof. Let {W;}%_, = Con(W). For each connected component Wj, we take the hyperbolic metric
pj- Let d,; be the distance on W; induced by p;. For each r > 0, we set d(L,r) := U;Zl{z €
W |d,,(z, LnW;) <r}. Let (U,V,n) be as in Definition 3.4. Then VAW CcVNW CcUNW C
UNW C F(G) and v,1(UNW) C VNW for each v € I'N. Therefore, by [19, Theorem 2.11],
there exists a constant 0 < ¢ < 1 such that for each v € TN and for each ji,72 € {1,...,s},
if yn,1(Wj,) € Wy, then dp, (n,1(2), 1 (w)) < cd,y; (2, w) for each z,w € Wy, NW’. Thus,
replacing n by a larger number if necessary, we may assume that there exists a number ¢; € (0,1)
such that for each v € TV, 7, 1(W’) C dn(L,€1) C dp(L,e1) C W'. Hence, there exists an open
neighborhood U of " in Cpt(Rat) and a number ez € (€1,1) such that for each Q € U and for each
v e QY

'yn’l(W) C dh(L,eg) C dh(L,eg) cw'. (1)
Let Q € U. Setting Q,, := {y,0--- 07 | 7, € Q(Vj)}, we obtain that there exists an element
Lo € Min((Q,),C) with Ly € W’. Then, for each g € (), g((Q)(Lo)) C (Q)(Lo). Taking U so
small, we may assume that (Q)(Lg) C W’. Hence, there exists an element L' € Min((Q), C) with
L' ¢ W’. From (1) and [19, Theorem 2.11], it follows that there exists no L” € Min((Q), C) with
L" # I/ such that L” C W’. Moreover, by (1) and [19, Theorem 2.11] again, we obtain that L’ is

attracting for ((©2), C). Thus, we have proved our lemma. O

Lemma 5.3. Let I € Cpt(Rat) and let G = (I'). Let L € Min(G, C) be attracting for (G,C). Then
L={ze€L|3g€G st g(z)==z|m(g,z2)| <1}, where m(g,z) denotes the multiplier of g at z.

Proof. Let z € L. Let U € Con(F(G)) with z € U. Let B be an open neighborhood of z in U. Since
L € Min(G, @) and since L is attracting, the argument in the proof of Lemma 5.2 implies that
there exists an element g € G such that g(B) C B. Then there exists an attracting fixed point of
g in B. Thus the statement of our lemma holds. O

Lemma 5.4. Let I' € Cpt(Rat) and let G = (). Let L € Min(G, C) be attracting for (G,C). Let
V be a neighborhood of L in the space Cpt(C). Then there exists an open neighborhood U of T in
Cpt(Rat) and an open neighborhood V' of L in Cpt(C) with V' C V such that for each Q € U,

there exists a unique L' € Min((Q), C) with L' € V'. Moreover, this L' is attracting for ((2),C).

Proof. By Lemma 5.2, Lemma 5.3 and Implicit function theorem, the statement of our lemma
holds. O

Lemma 5.5. Let I' € Cpt(Rat) and let G = (I'). Let L € Min(G,C) with L C F(G). Suppose
that for each g € G and for each U € Con(F(G)) with UNL # 0 and g(U) C U, either (a)

g € Raty and U is not a subset of a Siegel disk or a Hermann ring of g or (b) g € Aut(C) and g
is lozodromic or parabolic. Then, L is attracting for (G, C).

Proof. Let W := UAeCOn(F(G)),AﬂL;HZ) A and we take the hyperbolic metric on each connected
component of W. Since L is a compact subset of F(G), we have §Con(W) < co. Moreover, from
assumptions (a) and (b) and [19, Theorem 2.11], we obtain that if A € Con(W) and if 7y, ,,(A4) C A,
then ||D(vn,m)z|ln < 1 for each z € A. From these arguments, it is easy to see that L is attracting
for (@, C). O

Proof of Lemma 3.8: Lemma 5.5 implies that if L C F(G) and (3) in Lemma 3.8 does not
hold, then L is attracting. We now suppose that L N J(G) # 0. Let z € LN J(G). By J(G) =
Unerh™H(J(G)) (25, Lemma 0.2]), there exists an element go € I' with go(z) € J(G). Then
go(z) € LN J(G). Thus we have proved our lemma. O
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Lemma 5.6. Let U be a non-empty open subset of C. Let Y be a closed subset of Rat. Suppose
that Y is strongly U-admissible. Let T' € Cpt(Y). Let hg be an interior point of T' with respect to
the topology in the space Y. Let K € Cpt(U). Then, there exists an € > 0 such that for each z € K,
{h(z) | h € T} D B(ho(2),¢€).

Proof. Let w € K. Then there exists a holomorphic family {gx}rea of rational maps with
Usea{or} € Y and a point g € A such that g, = ho and A +— gx(w) is non-constant in
any neighborhood of A\g. By the argument principle, there exists a §,, > 0, an ¢, > 0 and a
neighborhood V,, of Ag such that for any z € K N B(w,d,), the map ¥, : X\ — g,(z) satisfies
that W, (V) D B(ho(z),€w). Since K is compact, there exists a finite family {B(wj,dw;)}5-,
in {B(w, ) twek such that U‘;Zl B(wj,dy,) D K. From these arguments, the statement of our

lemma holds. ’ O

We now prove Lemma 3.16.

Proof of Lemma 3.16: Let G = (I'). By Lemma 3.8, we have a bifurcation element for (I', L). Let
g € T be a bifurcation element for (I', L). Suppose we have g € int(I"). We consider the following
two cases. Case (1): (L,g) satisfies condition (1) in Definition 3.10. Case (2): (L, g) satisfies
condition (2) in Definition 3.10.

We now consider Case (1). Then there exists a point z € L N J(G) such that g(z) € J(G). Let
U be an open neighborhood of g in int(I"). Let A := {h(z) | h € U}. Then A is an open subset of
C and ANJ(G) # 0. It follows that G(A) = C. Since A C L, we obtain that L = C. However, this
contradicts our assumption. Therefore, g must belong to JT'.

We now consider Case (2). Let 71,...,v,—1 € I',U be as in condition (2) in Definition 3.10.
We set h =govy,_10---07v;. We may assume that U is a Siegel disk or Hermann ring of h. Then
there exists a biholomorphic map ¢ : U — B, where B is the unit disk or a round annulus, and
af € R\Q, such that rp o ( = (o h on U, where ry(z) := ¢*™2. Let 290 € LN U be a point.
By Lemma 5.6, it follows that there exists an open subset W of C such that W C G(z0) and
W NAU # 0. Therefore J(G)Nint(L) # 0. Hence, we obtain L = C. However, this contradicts our
assumption. Therefore, g must belong to OT'.

Thus, we have proved Lemma 3.16. O

We now prove Theorem 3.17.

Proof of Theorem 3.17: Let U’ be a small open neighborhood of T' in Y. Let IV € U’ be an
element such that I’ C int(T") with respect to the topology in the space Y. If U’ is so small, then
Lemma 5.4 implies that for each j = 1,...,7, there exists a unique element L € Min((I"), C)
with L’ € V;, and this L} is attracting for ((I'"),C). Taking U’ so small, the inclusion I' c I’

and Remark 2.23 imply that for each j =1,...,r, L is the unique element in Min((I""), C) which
contains L;.

Suppose that there exists an element L' € Min((I"),C) \ {L;};—y. Since (I')(L') C L', Re-

mark 2.23 implies that there exists a minimal set K € Min((I'),C) such that K C L’. Since
L; C L;» for each 7 = 1,...r, and since L' N U§=1 L} = (), we obtain that K ¢ {L;};—;. Hence

K is not attracting for ((I'),C). Let g € I" be a bifurcation element for (I', K). Then, g € int(I')
and g is a bifurcation element for (I”,L’). However, this contradicts Lemma 3.16. Therefore,

Min((I''),C) = {L}}_,. Moreover, from the above arguments and Remark 3.7, it follows that I
is mean stable and #(Min((I"),C)) = r. Thus we have proved Theorem 3.17. O

Lemma 5.7. Let I' € Cpt(Rat) be mean stable and suppose J((I'})) # 0. Then, there exists an
open neighborhood U of T' in Cpt(Rat) with respect to the Hausdorff metric such that for each
I e U, (I") is mean stable, §(J((I''))) > 3, and fMin((T"), C) = tMin({I"),C).

Proof. Since I is mean stable, Jier({(I')) = 0. Combining this with that J((I")) # ) and [31, Theorem
3.15-3], we obtain #(J((I'))) > 3. By [14, Theorem 3.1] and [24, Lemma 2.3(f)], the repelling cycles
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of elements of (I') is dense in J((I')). Combining it with implicit function theorem, we obtain that
there exists a neighborhood U’ of T' in Cpt(Rat) such that for each IV € U’, §(J((I'"))) > 3.

By [31, Theorem 3.15-6], #(Min((I'),C)) < oo. Let Sp := ULeMin(aﬂ)’@) L. By [31, Proposition
3.65], Sp C F((I')). Let W := UAeCOn(F((F))),AmSp;é@ A. We use the notation in Definition 5.1 for

this W. Let 0 < ez < €;. Since I' is mean stable, there exists an n € N such that for each vy € ry,
Yn,1(dn(Sr,€1)) C dp(Sr, €2). Moreover, for each z € C, there exists a map g, € (I') such that
g-(2) € dp(Sr, €1). Therefore, there exist finitely many points 21, ... 25 in C and positive numbers
01,-+.,0s with Uj_; B(z;,0;) = C such that for each j = 1,...,s, g.;(B(2;,6;)) C dn(Sr,€1). Let
€3 € (€2, €1). Let U(C U') be a small neighborhood of " in Cpt(Rat). Then for each I € U and for
each v € I, ~,, 1(di(Sr,€1)) C dn(Sr,e3). Moreover, for each I" € U and for each z € C, there
exists a map g, v € (I'") such that g, r/(z) € dn(Sr,€1). Hence, for each IV € U, I is mean stable
and Up eviin(r),6) L’ C dp(Sr, €1). Combining this with Lemma 5.2, and shrinking / if necessary,

we obtain that for each I € U, #(Min((I"),C)) = #(Min((I'), C)). O

We now prove Theorem 3.19.
Proof of Theorem 3.19: There exists a sequence {7,}°2; in M (Y) with ', < oco(Vn) such
that 7, — 7 in (M (), O0) as n — oco. Therefore, by Lemma 5.4, we may assume that ', < oco.
We write 7 = >°_, p;jop,, where 377, p; = 1, p; > 0 for each j, and h; € Y for each j. By
Theorem 3.17, enlarging the support of 7, we obtain an element p’ € U such that statements (1)
and (2) in our theorem with p being replaced by p’ hold. Let p be a finite measure which is close
enough to p’. By Lemma 5.7 and Lemma 5.4, we obtain that this p has the desired property. Thus
we have proved Theorem 3.19. O

We now prove Theorem 3.20.

Proof of Theorem 3.20: Let 7 € M; ()). Since I'; is compact in P, we obtain that {oo} is
an attracting minimal set for (GT,@). By Theorem 3.19 and Lemma 5.7, the statements in our
theorem hold. O

We now prove Theorem 3.21.

Proof of Theorem 3.21: Let IV € Cpt(Rat) be an element such that T’ C int(T) with respect
to the topology in ). We now show the following claim.
Claim: Min((I"),C) = {C}.

To prove this claim, suppose this is not true. Then Min((I'),C) # {C}. Since there exists
no attracting minimal set for ((I'),C), from Lemma 3.16 it follows that there exists a bifurcation
element g € T for I'. Then g € int(I") and g is a bifurcation element for I''. However, this contradicts
Lemma 3.16. Thus, we have proved the claim.

Let h € int(I”) be an element and let z € J((I')) be a point which is not a critical value
of h. Then we obtain that int((I")~!({z})) # 0. Therefore, K := F((I'")) is not equal to C. By
Remark 2.23 and the above claim, it follows that K = ). Thus J((I")) = C. Hence, we have proved
statement (1) in our theorem.

Statement (2) in our theorem easily follows from statement (1). O

We now prove Corollary 3.22.

Proof of Corollary 3.22: Let ¢ > 0 be a small number. Let {h;.}?2; be a dense countable subset

of B(T'7, €) with respect to the topology in Y. Let {p; }72; be a sequence of positive numbers such

that Z;il pje = 1. Let 7. := (1 — €)7 + 52;; Pj,cOn;.- Then I'; C int(I';,) and 7. — 7 in

(M41,:(Y),0) as € — 0. Let € > 0 be a small number and let p := 7.. By Theorem 3.21, this p has

the desired property. O
We now prove Corollary 3.23.

Proof of Corollary 3.23: Corollary 3.23 easily follows from Theorem 3.19 and Corollary 3.22. O

Definition 5.8. Let ) be a closed subset of Rat. For each 7 € 9;(Y) and for each n € N, let
=R T € M(Y").
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The following lemma is easily obtained by some fundamental observations. The proof is left to
the readers.

Lemma 5.9. If p,, — p in (M (Rat™),0) asn — oo and if 7, — 7 in (M1 (Rat), O) asn — oo,
then pp, @7, — p@T in (M (Rat™ ), 0) as n — oo. In particular, if vy — 7 in (M .(Rat), O)
as k — oo, then v — 7™ in (M (Rat™), O) as k — oo, for each m € N.

We now prove Theorem 3.24.

Proof of Theorem 3.24: Statement 1 follows from Lemma 5.7. We now prove statements 2,3,4.
Let © be a small open neighborhood of 7 in (9 .(Y), O) such that for each v € Q, v is mean
stable, #(J(G,)) > 3 and #(Min(G,,C)) = #(Min(G,, C)). For each L € Min(G,,C), let U, be an
open neighborhood of L in Cpt(C) such that Uy, N Uy = 0 if L, L/ € Min(G,,C) and L # L.
Let L € Min(G,,C) be an element. Let r; := dimc(LSUy,(L))). For each r € N and each
veQ weset A, = {h,o---0hy | by € T,(Vj)} and set G}, := (A,,). By [31, Theorem
3.15-12], we have r, = §(Min(G7*, L)). Let {L;}}L, = Min(G*,C). By the proof of Lemma 5.16
n [31], we may assume that for each j = 1,... 71 and for each h € I';, h(L;) C Lji1, where
Ly, 41 := L;. Moreover, by Lemma 5.4, shrinking € if necessary, we obtain that for each v € €,
there exists a unique Q. € Min(Gy,@) such that @, € Ur. Moreover, by Lemma 5.4 again,
we may assume that the map v — Qr, € Cpt(@) is continuous on ). For each j = 1,...,rp,
let Vi ; := B(Lj,e) (where ¢ > 0 is a small number) such that Vz; N Vy; = 0 if i # j. By
Lemma 5.2, shrinking € if necessary, there exists a unique element L;, € Min(G}*, C) with
L, C Vg ;. By Lemma 5.4, we may assume that for each ], the map v — L;, is continuous
on Q. Then, Ljyi, = Uner, (Lj.) belongs to Min(G}*, C) and shrinking Q if necessary, we
obtain IN/]-H,V C Vij+1, where Vi, 41 := Vp 1. By the uniqueness statement of Lemma 5.2,
it follows that for each j = 1,...,ry, we have EHLV = Ljt1,, where L, 41, = Li,. Since
QL’,, = U;i1 L; ., belongs to Min(G,, (@) and QL,,, € Uy, (shrinking Q if necessary), we obtain that
QL v = Qr,. From these arguments, it follows that for each v € , Min(G}*, QL) = {L; . }}L,,
Liv1o = Uper, MLjy), and §(Min(GE, QL)) = .. We now prove the following claim.
Claim 1: For each v € Q, dime(LS(Uy,, (Qrw))) > L.

To prove this claim, let ar := exp(2mi/ry) and let ¢, = Z;LlaJIL]V € C(Qr,). Then
M, (¢;) = ZaileLjfLu = aiLZalL(Jfl)lefLu = a%1);, where Lo, := L,, ,. Hence, the above
claim holds.

For each v € Q, let , := {A € Con(F(Gy)) | ANQr,, # 0} and let W, := (J ., A. Shrinking
Q if necessary, we obtain that for each A € (;, there exists a unique element «,(A) € ¢, such
that A N, (A) # 0. Tt is easy to see that for each v € Q, «a, : {; — (, is bijective. This a,
induces a linear isomorphism ¥, : Cyw, (W,) = Cw, (W,). Let M, : : Cw,. (W) — Cw, (W) be
the linear operator defined by M, := ¥, o M, o W1, Then dim¢(Cy, (W) < oo and v +— (M, :
Cw,(W;) — Cw,(W,)) is continuous. Moreover, by [31, Theorem 3.15-8, Theorem 3.15-1], each
unitary eigenvalue of M, : Cyw, (W;) — Cw, (WT) is simple. Therefore, taking € small enough,
we obtain that the dimension of the space of finite linear combinations of unitary eigenvectors of
M, : Cw. (W;) — Cw. (W) is less than or equal to rz. Combining this with Claim 1 and [31,
Theorem 3.15-10, Theorem 3.15-1], we obtain that statement 4 of our theorem holds. By these
arguments, statements 2,3, 4 hold.

We now prove statement 5 of our theorem. For each L € Min(G-, C) and each i = 1,...,rg,
we set Up,; = ZTL JlL € C(L). Then M. (Y1) = d4vr,. By [31 Theorem 3.15- 9} there
exists a unique element ¢y ; € C((C) such that ¢ |p = ¢L,i7 such that ¢ ;| = 0 for any
L' € Min(G,,C) with L’ # L, and such that M, (or,i) = ater. Similarly, by using the notation
in the previous arguments, for each v € 2, for each L € Mln(GT,C) and for each i = 1,...,rp,
we set i, = PRy JlL] , €C(Qr,). By [31, Theorem 3.15-9], there exists a unique element

YLy € C’(C) such that orivloL, = 1/)L7z,u7 such that ¢, ;.| = 0 for any Q' € Min(G,, (@) with
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Q' # Qr., and such that M, (pr.i,) = atpr.i,. By statement 4 of our theorem, it follows that
{@Lvivy}LEMin(GT,C),i=1,...,rL is a basis of LS(Us,,(C)).

Let L € Min(G,,C) and let i = 1,..., 7. We now prove that v — YLy € C(C) is continuous
on ). For simplicity, we prove that v — ¢, € C’((f:) is continuous at v = 7. In order to do
that, let A; be a relative compact open subset of C such that each connected component of A;
intersects Lj, such that for each v € , L;, C A; C f - F(G,,)7 such that ¢r;,[a;, = aiLj7
and such that {A ”1 are mutually disjoint. For each j = 1,...,rp, let A} be an open subset
of Aj such that L; C A} C A; C Aj. Then there exists a number s € N and a neighborhood
Q of 7 in (My..(Y),O) such that for each j = 1,...,rz, for each v € ', and for each v € 'Y,
¥s,1(A;) C A’ Moreover, for each K € Min(G,,C) with K # L, let Bx and B) be two open
subsets of C such that K C Bl C @ C Bg C Bg C F(G;) and such that each connected

component of B intersects K. Then shrinking € if necessary, there exists a number sx € N such
that for each v € Q' and for each v € T, 74, 1(Bxk) C Bj. We may assume that sx = s for each

K € Min(G,,C) with K # L. Let C := U;i1 AU UKeMin(GT,C),K;éL Bg. Then for each z € C,
lim,, f(Rat)N 1o(m1(2))d7(y) = 1. Let € € (0,1) be a small number. Let z € C. Then there

exists a number [, € N such that 7%= ({(7y1,...,7.) € (Rat)l* | v, 0---0om(2) € C}) > 1 -«
Hence there exists a compact disk neighborhood U, of z such that 7= ({(y1,...,v.) € (Rat)!* |

Y. 00y (U,) C C}) >1—2e Let {z}L_, be a finite subset of C such that C = (J;_, U, . We
may assume that there exists an [ € N such that for each k =1,...,¢, [,, = [. Taking ' so small,
we obtain that for each v € ' and for each k =1,...,t,

(.)€ Rat)! |y o0---0om(U.,) CCY) >1— 3e (2)

For each k = 1...,t and for each j = 1,...,7rr, we set By, := {(71,...,7Vsrp1) € (Rat)*"rl |
Ysrp1 © - 071 (Uz,) C A;j}. We may assume that 75724(dBy, ;) = 0 for each k, j. By Lemma 5.9,
taking €’ so small, we obtain that for each v € €/, foreach k =1,...,t¢,and foreach j = 1,...,rp,

" (Bro) = 75 (B )| < e. (3)

Let z € C and let u € {1,...,t} be such that z € U, . Then for each v € @ and each i = 1,...,7p,
since ¢ri,, € Cr(a,))(C) ([31, Theorem 3.15-1]), we obtain that

priw(2) = M (pp,)(2) = / 050 (aret 1 (2))d5(7)

~vyERatN

@L,i,u(’VsrLl,l (z))dﬁ(’y) + SDL,i,V('VsrLl,l (Z))dﬂ(’}/)

/{WGRatNI%TLz 1(Uz,)CC} ~/{76Raths7-Lz,1(Uzu)<ZC}

_Za” srel(B )+/{ PLiw (Ysrp1,1(2))dD(7).

"/ERatN‘WsrLl,l(Uzu)gZC}

Combining this equation and (2), (3), we obtain |¢r ;. (2) —¢r.i(2)] < Zgil €+3€-2=(r;+6)e.
Therefore, ¢r;, — ¢r,; in C(C) as ¥ — 7. From these arguments, we obtain that v +— ¢, , is
continuous on 2.

In order to construct {pr, ;. } in statement 5 of our theorem, let L € Min(G-, C) By the proof
of Lemma 5.16 in [31], for each j =1,...,rp, there exists an element wy, ; € My (L;) such that for
each ¢ € C(Lj), M (¢) — wr () - 1L in C(L;) as n — co. We now prove the followmg claim.

Claim 2. For each ¢ € C(4;), Mt (p) — wLJ(gp)lAJ_ in C(A;) as n — oc.

To prove this claim, let ¢ € C(4;). Since A; C F(G,), {M"*"%(¢)}nen is uniformly bounded
and equicontinuous on A;. Let z € A be any pomt Let D, € Con( (G,)) with z € D, and let
w € L;ND, be apoint. By [31, Theorem 3.15-4], for 7-a.e. v € (Rat)Y, d(Vnsry.1(2)s Ynsrp, 1 (w)) —
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0 as n — oo. Therefore, |M™"=(p)(z) — M2 (p)(w)| — 0 as n — oco. From these arguments,
it follows that there exists a constant function £ : A; — R such that M= (¢) — £ in C(4;) as
n — 00. Thus, we have proved Claim 2.

By using the arguments similar to the above, we obtain that for each v €  and for each
j=1,...,rr, there exists an element wy, ;, € 9)?1(/1 ) such that for each ¢ € C(L;,), M} (¢) —
wLJ)l,((p)lLJ,V in C(L;,) as n — oo, and such that for each ¢ € C(A;), M™% (¢ ) — wr ()l
in C(A;) as n — oo. Since L;, is the unique minimal set for (G7t,A4;) and L;, is attract-
ing for (G7+,C), we obtain suppwr,j = Lj,. For each v € Q, for each L € Min(G,, C)
and for each i = 1,...,rp, let pp,;, = LZ:LlaL wrj» € C(Qr,)* C C(C)*. Then by
the proofs of Lemmas 5.16 and 5.14 from [31], we obtain that M} (pri.) = a%pr.i., that
pL,iW(QDL,j,u) = 5ija that pL,i,u(QOL’,j,V) =0if L 7é L/a that {pL,i,u ) ~,TL} is a
basis of LSUs,.(Qr.)), that {pr.i, | L € Min(G,,C),i =1,...,r.} is a basis of LSUj ., .(C)),
and that 7, (¢) = X1 cytin(a, @) 2oie1 PLiw(9) - @L,iw for each ¢ € C(C).

We now prove that for each L € Min(G-, @) and for each ¢ =1,... 7y, the map v+ pr;, €

C(C)* is continuous on Q. For simplicity, we prove that v+ pz;, € C(C)* is continuous at v = 7.
Let ¢ € C(4;). Let € > 0. Then there exists an n € N such that | M?*"=(¢) — wy, ;(¢) T“oo <€,
where ||w||Oo i= sup, . [¢(2)| for each ¢ € C(4;). If & is a small open neighborhood of 7
in (M4 .(Y),0), then for each v € O, | M2 (p) — M2 (p)||so < €. Hence, for each v € V,
|| MsTE () — wL,j( )14 llso < 2¢. Therefore, for each v € Q" and for each | € N, | ML (MPsTE (o) —
wrj(©)15;) e < 2¢. Thus, ||M(l+n)5”(<p) — wr,j(@)17;llse < 2¢e. Moreover, M(l+n)STL(SO) —
wL7j,,,(<p)1A in C(4;) as | — oco. Hence, we obtain that for eachv € ¥, |wr . (@) —wr ()| < 2e.

From these arguments, it follows that the map v — wy j, € C(A4;)* C C(C)* is continuous at
v = 1. Therefore, for each L € Min(G, @) and for each ¢ = 1,... 7, the map v — pp;, € C(C)*
is continuous at v = 7. Thus, for each L € Min(GT,C) and for each ¢« = 1,...,ry, the map
Vi priv € C(@)* is continuous on 2. Hence, we have proved statement 5 of our theorem.

We now prove statement 6 of our theorem. For each L € Min(G,, C), let V7, be an open subset
of F(G,) with L C VL, such that for each L,L' € Min(GT,C) with L # L', Vi NV = 0. By
statement 2 and Lemma 5.4, for each L € Min(G,, C), there exists a continuous map v — Qr, €
Cpt((f:) on €) with respect to the Hausdorff metric such that @ , = L, such that for each v € Q,
{Qrotremin, &) = Min(G,, C), and such that for each v € Q and for each L € Min(G,,C),

Qr, C Vi. For each L € Min(GT,@), let ©r, : C — [0,1] be a continuous function such that
erlv, =1 and ¢rly,, =0 for each L' € Min(G,,C) with L’ # L. By [31, Theorem 3.15-15], it
follows that for each z € C and for each v € , Tq.., v (2) = lim, .o M (¢r)(2). Combining this
with [31, Theorem 3.14], we obtain T, ,,, = lim,, .o M (¢r) in (C((@), | - [|oo)- By [31, Theorem
3.15-6,8,9], for each v € Q there exists a number r € N such that for each ¢ € LS(Z/{f,l,(((A:))7
M (1)) = 9. Therefore, for each v € Q and for each L € Min(G,, C), 1o, ., v =lim, oo M7 (1) =
limy, 0o M (01, — (L) + m(¢L)) = m(¢r). Combining this with statement 5 of our theorem,
it follows that for each L € Min(G,,C), the map v — Tq, v € (C(C), || - llo) is continuous on €.
Thus, we have proved statement 6 of our theorem.

Hence, we have proved Theorem 3.24. O

We now prove Theorem 3.25.
Proof of Theorem 3.25: It is trivial that B C C. By Theorem 3.24, we obtain that A C B
and A C D. In order to show C C A, let 7 € C. If there exists a non-attracting minimal set
for (G,,C), or if there exists no attracting minimal set for (G,C), then by Theorem 3.17 and
Corollary 3.22, we obtain a contradiction. Hence, C C A. Therefore, we obtain A = B = C.
In order to show D C A, let 7 € D. By [31, Theorem 3.15-10], we have dimc(LS(U;,(C)) =
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ZLEMin(GT ) dimc(LS(U;,-(L))). By Corollary 3.22, there exists an attracting minimal set for

(G-, C). Theorem 3.17 implies that if Q is a small neighborhood of 7 in (9 (), O), then for

each v € Q and for each attracting minimal set L for (G,,C), there exists a unique attracting
minimal set Qr, for (G,,C) which is close to L. By [31, Theorem 3.15-12] and the arguments in
the proof of Theorem 3.24, it follows that if €2 is small enough, then for each v € 2 and for each
attracting minimal set L for (G, C), dime(LSUy ., (Qr.))) = dime(LS(Uy - (L))). Combining this,
Theorem 3.19 and [31, Theorem 3.15-10], we obtain that if there exists a non-attracting minimal

set L' for (G-, C), then there exists a v/ € Q such that dimc¢(LS(Uy,./(C))) < dime(LSUy,-(C))).
However, this contradicts 7 € D. Therefore, we obtain that each element L € Min(GT,(C) is
attracting for (G-, C) By Remark 3.7, it follows that 7 € A. Therefore, D C A.

From these arguments, we obtain A = B=C = D.

By Theorem 3.24, we obtain that A C E. In order to show E C A, let 7 € E. Suppose that
there exists a non-attracting minimal set K for (G, C). Since there exists a neighborhood €’ of 7
such that each v € Q' satisfies Jyer (G,) = 0, Corollary 3.22 implies that there exists an attracting
minimal set for (G, C). Moreover, since Jie:(G;) = 0 and #(J(G,)) > 3, [31, Theorem 3.15-6]
implies that #(Min(G,,C)) < cc. Let € := min{d(z,w) | z € K,w € L, L € Min(G,,C),L # K} >

0. Let ¢ € C(C) be an element such that ¢|x = 1 and ‘P|C\B(K ¢/2) = 0. Then by [31, Theorem
3.15-13], 7, (¢) # 0. Since 7 € E, there exists an open neighborhood Q of 7 such that for each

v € Q, Jier(G,) = 0 and such that the map v — 7, () € C(C) defined on Q is continuous at 7. By
Theorem 3.19, for each neighborhood U of 7 in (91 (}), O), there exists an element p € U N A

such that each minimal set for (G,,C) is included in C \ B(K,¢/2). Therefore, by [31, Theorem

3.15-2], m,(¢) = 0. However, this contradicts that the map v — m,(¢) € C(C) is continuous at 7
and that 7, (@) # 0. Thus, each element of Min(G,C) is attracting for (G,,C). By Remark 3.7,
it follows that 7 € A. Hence, we have proved F C A.

Thus, we have proved Theorem 3.25. O

To prove Theorem 3.26, we need the following.

Lemma 5.10. Let Y be a subset of Raty satisfying condition (x). For each t € [0,1]. let p; be
an element of My (I). Suppose that all conditions (1)(2)(3) in Theorem 3.26 are satisfied. Then,
statements (a) and (c) in Theorem 8.26 hold. Moreover, tMin(G,,,,C) < oo for each t € [0,1].

Proof. Since F(G,,) # 0 and G,,, C G, for each t € [0, 1], we obtain that F(G,,) # 0. Moreover,
we have that for each ¢ € [0,1], int(I',,) # 0 in the topology of Y. Therefore, [31, Lemma 5.34]
implies that for each ¢ € [0,1], Jier(G,) = 0. Moreover, since J) C Rat., we have that for each
t € [0,1], 8J(Gy,) > 3. Thus, by [31, Theorem 3.15], it follows that for each ¢ € [0, 1], all statements
(with 7 = p; ) in [31, Theorem 3.15] hold. In particular, ﬁ(Min(Gm,@)) < oo for each t € [0, 1],
and statement (a) of Theorem 3.26 holds.

To show that statement (c) of Theorem 3.26, it suffices to show that there exists an element
u € [0,1) such that for each t € [u,1], #(Min(G,,,C)) = #(Min(G,,,,C)). In order to show it, we
first note that by Zorn’s lemma, we have

#(Min(G,,, C)) > #(Min(G,,,, C)) for each t € [0,1]. (4)

Let {L;}i_; = Min(Gm,C), where L; # L; for each (i,7) with ¢ # j. Since Jxer (G, ) = 0, there
exists an element w; € L; N F(G,,) for each j =1,...,7. Let € > 0 be a small number such that
W = Uj=, B(wj,€) C F(Gy,). Since Jyer(Gpiy) = 0, 31, Theorem 3.15-7] implies that for each
z € C, there exists an element g, € G, and a neighborhood V of z in C such that ¢.(V.) c W.
Since C is compact, there exist finitely many points z1,...,2, € C such that C = Ui, V.,. Then
there exists an element u € [0,1) such that for each j = 1,...,n and for each t € [u, 117 there exists
an element g, ; € G, with g, ,(V;) C W. Moreover, we have G, C G, and F(G,,) C F(G,,)
for each t € [u,1]. Applying [31, Theorem 3.15-4] (with 7 = p,t € [u,1]), it follows that for
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each t € [u,1] and for each L € Min(G,,,, C), there exists a unique element L’ € Min(G,,,, C) with

L C I'. Therefore #(Min(G,,,C)) < #(Min(G,,,,C)) for each ¢ € [u, 1]. Combining this with (4), we

obtain #(Min(G,,,,C)) = #(Min(G,,,,C)) for each t € [u,1]. Thus we have proved our lemma. [J

We now prove Theorem 3.26.
Proof of Theorem 3.26: By Lemma 5.10, statements (a) and (c) of our theorem hold and
#(Min(G,,,, C)) < oo for each t € [0, 1].

We now prove statement (b). By Lemma 3.8 and Remark 3.7, we obtain that for each ¢ € B,
(¢ is not mean stable, and that for each ¢ € [0,1) \ B, u; is mean stable. Combining this with
assumption (4) and Lemma 5.7, we obtain that B # (). We now let 1, ¢5 € [0, 1] be such that ¢; < to.

By assumption (2) and Remark 2.23, for each L € Min(G,,, C), there exists an L' € Min(G, , C)

with L’ C L. In particular, co > ﬁ(Min(GMtl,(@)) > ﬁ(Min(Gutz,@)). We now let ¢y € [0,1) be
such that there exists a bifurcation element g € ', ~for Ty, . Let ¢ € [0,1] with ¢ > ¢;. Then
L'y, Cint(I',). By the above argument, Theorem 3.17, Corollary 3.22 and assumption (3) of our
theorem, it follows that ﬁ(Min(GmO,(@)) > ﬂ(Min(GM,C)). From these arguments, it follows that
1 < 4B < §(Min(G,, C)) — §(Min(G,,,, C)) < co.

Thus, we have proved Theorem 3.26. O

5.2 Proofs of results in 3.2

In this subsection, we give the proofs of the results in subsection 3.2.
We now prove Theorem 3.29.

Proof of Theorem 3.29: By [31, Theorem 3.15-6,8,9], there exists an r € N such that for each
¢ € LS(Uys-(C)), MI(p) = . Since Jyer(G) = 0, for each z € C, there exists a map g. € G,
and a compact disk neighborhood U, of z in C such that g.(U.) € F(G,). Since C is compact,
there exists a finite family {z;}5_, in C such that Uj= int(U,) = C. Since G,(F(G,)) C F(G,),
replacing r by a larger number if necessary, we may assume that for each j = 1,..., s, there exists
an element 37 = (6{,...,3]) € I'; such that g., = Bl o---0 7. For each j = 1,...,s, let V; be a
compact neighborhood of 47 in I'7 such that for each ¢ = (¢1,...,¢) €V}, G-+~ G1(Uz;) C F(G).
Let a := max{r"(I'7\V;) |j=1,...,s} €[0,1). Let

Oy = 2max{max{||D(Cr 0 ---0().ls | (Ciy-.., &) €T,z CH 1} > 2.

Let a € [0,1) be a number such that aC¢® < 1. Let Cy > 0 be a number such that for each z € C,
there exists a j € {1,...,s} with B(z,C2) C int(Uy,). Let ¢ € LS(Us -(C)). Let 29,z € C be two
points. If d(z,z9) > Cy 'Oy, then

|(2) = p(20)1/d(2, 20)* < 2]|@lloo - (C1C5H)"

We now suppose that there exists an n € N such that C] n=loy < d(z,z9) < C]"Cy. Then, for
each j € N with 1 < j < n and for each (y1,...,7%;) € ', we have d(v,j o o v (2),7j ©

o m(20)) < Ca. Let ig € {1,...,s} be a number such that B(z9,C2) C U, . Let A(0) :=
{y e TV | (v1y---,7%) € Vig} and B(0) :== {y € TN | (31,...,%) € Vi, }. Inductively, for each
j=1...,n—1,let A(]) = {’7 S B(] - 1) | Ji s.t. B(’yrj,l(Z()),Cg) C UZia ('Vrj+1; R ,’yTjJrT) S V;}
and B(j) := B(j — 1) \ A(j). Then for each j =1,...,n—1, 7(B(j)) < a7(B(j — 1)). Therefore,
7(B(n — 1)) < a™. Moreover, we have ' = H?:_OlA(j) IT B(n — 1). Furthermore, by [31, Theorem
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3.15-1], p € CF(G.,)(@)- Thus, we obtain that

lp(2) = ¢(20) = [M7"(9)(2) — M7 (¢)(20)]

n—1

<| Z / @(Vrn,1(2)) = ¢ (¥rn,1(20))d7 (V)] + | ¢(1rn.1(2)) = ¢ (¥rn.1(20))d7 ()]

B(n—1)

< / 10 (1 (2) = @(rema (20))]d7()
B(n—1)
<20" [ p]loe < A" (CPHCT (2, 20)° 2 plloo < CFC5 02|l oo (2, 20)

From these arguments, it follows that ¢ belongs to C* (C).
Let {p;}] j=1 be a basis of LS(U ;.. (C)) and let {¢;}j=1 be a basis of LS(Uy - (C)) such that for

cach®) € C(C), 7 (¥) = X1, p;(¥) ;. Then for each ¢ € C(C), [|m+ (¥)lla < Ty 10 (@)l 5]l <
(35=1 Ipsllscll@slla)[#lloe, where [|pj]lo denotes the operator norm of p; : (C(C), || - [|o) — C.

We now let L € Min(G,,C) and let o € (0, ). By [31, Theorem 3.15-15], 1, , € LS(Uy . (C)).
Thus T, , € C*(C).
Thus, we have proved Theorem 3.29. O

Remark 5.11. Suppose 7 € M, .(Rat), J(G,) # 0 and that 7 is mean stable. Then by using
Theorem 3.24-1 and the method of proof of Theorem 3.29, it is easy to see that there exists an
a € (0,1) and a neighborhood U of 7 in M .(Rat) such that for each v € U, we have that v is
mean stable and LS(U; ,(C)) ¢ C*(C).

In order to prove Theorem 3.30, we need several lemmas. Let 7 € 9 .(Rat). Suppose
Jier(Gr) = 0 and $J(G,) > 3. Then all statements in [31, Theorem 3.15] hold. Let L € Min(G,,C)
and let rp := dimc(LS(Uy,-(L))). By using the notation in the proof of Theorem 3.24, by [31, The-
orem 3.15-12], we have rp = §(Min(G?*, L)).

Lemma 5.12. Let 7 € M (Rat). Suppose Jier(G7) = 0 and $J(G,) > 3. Let L € Min(G,,C)
and let 1, := dime(LS(Uy - (L))). Let {L;};L, = Min(G7=, L). For each j, let {A;}ier; be the set
{A € Con(F(G;)) | ANL; # 0}. Let W ; := Uier, Ai- For each i € I;, we take the hyperbolic
metric in A;. Then, there exists an m € N with rL|m such that for each j and for each o € (0,1),

SUPier, Jrapr SUPzea, {[1D(Ym1):(7}d7(7) < 1.

Proof. For each g € GT%, we have g(Wp, ;) C Wy ;. Combining this with [31, Theorem 3.15-7],
we obtain that for each z € OWp ;, there exists a map g, € G and an open disk neighborhood
U, of z such that g.(U,) C Wy ;. Then there exists a finite family {z}!_, such that oWy ; C

U,_, Us,. Since G7=(Wy, ;) € Wi ;, we may assume that there exists a k € N with 7|k and a
finite family {a! = (af,...,al) € T¥}!_| such that for each | = 1,...,t, g, = af o---0al.
Let Ko := (W \Uj_, Us,) UU;_, 92, (U.,) and let {B,...,B,} be the set {A € Con(F(G,)) |
AN Ky # 0}. By [31, Theorem 3.15-4], for each v = 1,...u, there exists an element h, € G, such
that sup_c g, g, [[D(hy)z|ln < 1. We may assume that there exists a &' € N with k[k" such that for
each v, the element h, is a product of k’-elements of I';. Let m = 2k’. Then this m is the desired
number. O

Lemma 5.13. Let A € Cpt(Rat) and let G = (A). Suppose that §(J(G)) > 3. For each element
A € Con(F(G)), we take the hyperbolic metric in A. Let K be a compact subset of F(G). Then, there
exists a positive constant Ci such that for each g € G and for each z € K, ||Dg.||s/||Dg-|n < Ck.

Proof. By conjugating G by an element of Aut((f:)7 we may assume that co € J(G). For each
U € Con(F(G)), let py = pu(z)|dz| be the hyperbolic metric on U. Since G is generated by a
compact subset of Rat, [22] implies that J(G) is uniformly perfect (for the definition of uniform
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perfectness, see [22] and [3]). Therefore, by [3], there exists a constant C; > 1 such that for each
U € Con(F(G)) and for each z € U, c;lm < pu(2) < Cigiapy, where de(z,0U) =
inf{|z —w| | w € QU NC}. Let zp € J(G) be a point. Let g € G and let z € K. Let U,V €
Con(F(@Q)) be such that z € U and g(z) € V. Then

VIFEP po(x) - VIFEP adelg().07)

1Do:Ne1Ps:In = = v ) = VT pGIE " del(=.00)
YIFTP_sle0l + loC2)|
L+]g(x)P ~ de(2,00)
Therefore the statement of our lemma holds. O
Lemma 5.14. Under the notations and assumptions of Lemma 5.12, let j € {1,...,r1}. For each

€ (0,1), let O = sup;c, f(Rat)N sup, e a4, 11D (Vim,1):5 17 (v)(< 1), where m is the number in
Lemma 5.12. Then, we have the following.

(1) (’Vnm,l)z”%} < 93

(2) Leti € I; and let K be a non-empty compact subset of A;. Then there exists a constant

Cx > 1 such that for each o € (0,1), for each ¢ € C*(C), for each z,w € K, and for each
n €N, [MP™(0)(2) = MP™ (@) (w)| < [[@llabaCred(z, w).

Proof. Let i € I; and let a € (0,1). Then we have
[ s 1D6m)-ld7()
I'N z€A;

<y / 30D (1D (s D symn oI5 - 1Dy 517 )
kel; {YE€N Y (n—1)ym,1 (A:) CAr} 2€A;

sup [[D(Y(n—1ym.1)=[[nd7(7)

9 /
ke 'YGF "Y(n 1)m, 1(A )CAk}ZE K

=0 | sup [|D(y(n—1)m.1)=]1nd7(7)-

N z€A;

Therefore, statement (1) of our lemma holds.

We now prove statement (2) of our lemma. Let K be a compact subset of A; such that for each
a,b € K, the geodesic arc between a and b with respect to the hyperbolic metric on A; is included
in K. Let Cg be the number obtained in Lemma 5.13 with A = I';.. Let Cx = Cgk. Let a € (0,1),

¢ € C*(C) and let z,w € K. Let n € N. Then we obtain

[M7Z™ () (2) = M7™ () (w)| < / | (9nm.1(2)) = ©(9nm 1 (w))|d7 ()

ry

< [ Neladrnm (@) voms ()7
<lella |, i 59 DG )allFh(z,0)°d70) < elo82Cd(z. )"

Therefore, statement (2) of our lemma holds. O

We now prove Theorem 3.30. R .
Proof of Theorem 3.30: Let L € Min(G,,C). Let r := dimc(LS(Uy,~(C))). By using the
notation in the proof of Theorem 3.24, let {L;}’%, = Min(G7*, L). For each j € {1,... 7L}, let
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Wy, = UAgCon(F(GT)):AnLﬂéQ) A. For each Ae Con(W7p, ;), we take the hyperbolic metric on A.
Let H; := dy(Lj,1) be the 1-neighborhood of L; in Wy, ; with respect to the hyperbolic metric
(see Definition 5.1). Let {4;}!_, = {4 € Con(F(G,)) | ANL; # 0}. Let H;; := H; N A; and
Lj; = LjNA;. By Lemma 5.14, there exists a family {Dg o }ae(0,1) of positive constants, a family
{D1,a}ae(0,1) of positive constants, and a family {\1,a}ae(0,1) C (0, 1) such that for each o € (0, 1),
for each L € Min(GT,@), for each i, for each j, for each v € I', for each z,w € H;;, for each
n € N and for each ¢ € C*(C),

(M7 (0)(2) = M7 (0)(w)] < Do.a A o ll¢llad(z, w)® < D1aA7 o ll#lla- ()
For each subset B of C and for each bounded function ¢ : B — C, we set ||¢|| g := sup, ¢ [¢)(2)|. For

B
eachi=1,...,t let z; € L;; beapoint. Let ¢ € C*(C). By (5), we obtain SUp.ep,, M7 (¢)(2)—
MPTE(p) ()] < D1,aAT ,ll¢lla for each 4, j,n. Therefore, for each j and for each [,n € N,

HerL Man Z Man 1H7 7)

1, < D1aA o ll#lla- (6)

We now consider M]* : Cy,(Hj) — Cg,(Hj). We have dimc(Cp, (H;)) < co. Moreover, by the
argument in the proof of Theorem 3. 24 M 7L Oy, (Hj) — Cg,(Hj) has exactly one unitary
eigenvalue 1, and has exactly one unitary eigenvector 1H, Therefore there exists a constant
A2 € (0,1) and a constant Dy > 0, each of which depends only on 7 and does not depend on «
and ¢, such that for each [ € N,

t t
1My (Y M (o) @)Ly ) — N M5y M (o) (@)L,

=1 =1

t
<D2Xy|| Y M () ()1,

=1

Atllelle- (7)

Since Az does not depend on «, we may assume that for each a € (0,1), A1 o > A2. From (6) and
(7), it follows that for each n € N and for each l1,ly € N with l1,l3 > n,

M7 (i) — AU ()|,

t
<[ M&BFIE (o) = MpTE(Y T METE(9) (@) L, )

J

i=1
t t
lirp nry, . _ mrL 'm“L .
+ HMT (Zl MT (@)(xl)lHj, ) 77}E>H<>OM ZlM )(xl)lHj,i> j
t t
+ | lim A O MPE (@) (@) lay ) = METE (Y M () (@)1, ) o,
=1 =1

t
H[IMETE M () (i), ) — MU ()|
i=1
<2D10 AT o |6l + DaAS tella + DaX tl|¢lla < (2D1.0 + 2D XY o [|¢]la-
Letting l; — 00, we obtain that for each Iy € N with Iy > n, ||m(p) — Mzt (@), < (2D10+
2D9t) AT ,||¢lla- In particular, for each n € N, [[7,(¢) — Mf"”(gp)HHj < (2D1,0 + 2D2t))\’f,a|\<p||a.
Therefore, for each n € N,

7 (9) = M ()11, < (2D1,0 + 2D20AT 8 > ) 1M lalle (8)
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where |[M"" ||, denotes the operator norm of Mt : C*(C) — C*(C). Let U := Uy, H; and
let r := [], rz. From the above arguments, it follows that there exists a family {D3a}ae(0,1)
of positive constants and a family {A3.a}ac(o,1) C (0,1) such that for each a € (0,1), for each

¢ € C*(C) and for each n € N,
17 () = MZ™(@)lg < D3,0A3,0[1¢lla- (9)

By [31, Theorem 3.15-5], for each z € C, there exists a map g, € G; and a compact disk neighbor-
hood U, of z such that g.(U.) C U. Since C is compact, there exists a finite family {z; b C C
such that [ J3 i int(Uz;) = C. Since G, (U) C U, we may assume that there exists a k such that for
each j = 1,...,s, there exists an element 3/ = ( ,...,ﬂj) € I't with 9z, = 6k ) ﬁj We may
also assume that r|k. Foreach j = 1,...,s, let V; be a compact neighborhood of ﬁf in Fk such that
for each ¢ = (¢1,...,Ck) € V5, (ro-- OCl( ) C U Let a := max{7F(T*\V;) | j = 1,...,5} €[0,1).
Let Cy := 2max{max{|[D(Cx 0 ---0¢1):|ls | (C1,...,C) € TE 2 € C},1}. Let a1 € (0,1) be such
that a0 < 1 and LS(Uy,(C)) € C*1(C). Let Cy > 0 be a constant such that for each z € C
there exists a j € {1,...,s} with B(z, CQ) C U,;. Let n € N. Let 29 € C be any point. Let
io € {1,...,s} be such that B(zg,Cs) € . Let A(0) := {y € TV | (’yl, k) € Vig} and let

B(0) = {7 €N (v1,.. ) € Vig } Inductlvely, for each j = 1,. -1, let A(j) :={v €
B(j — 1) | di s.t. B(’ykj,l(ZO),Cg) C UZN (7kj+17~- 'ij+k:) S V} and let B(j) = B(_j — 1) \A( )
Then foreach j = 1,...,n—1,7(B(j)) < a7(B(j—1)) < --- < a/Ttand 7(A(j)) < 7(B(j—1)) < a’.

Moreover, we have TV = IT7—] A(j) IT B(n — 1). Therefore, we obtain that

M7 ()(20) — 77 (1) (20)| = M7 () (20) = MF"™(m+ () (20)]

n—1
< Z/A(j)(s"(%”’l(zo))_“T(w)(%m(z())))d%(y)

+ / (E(hn1 (20)) — 72 () (i1 (20)))d7 ()| (10)
B(n—1)

For each j = 0,...,n — 1, there exists a Borel subset A’(j) of T+ guch that A(j) =
I'; xT'; x --- . Hence, by (9), we obtain that for each a € (0,1) and for each ¢ € C*(C),

Ot = () na o))
A(j)

/A/( _)(Mf(nijil)(@)(ﬁ/k(j-i-l) o-+071(20)) = T (@) (k1) © -+ 0 71(20))) AT (Ve(j41)) - - dT (1)

<D3.aXs3 " lellaT(AG)) < Daadsy’ ™ d |l (11)
By (10) and (11), it follows that

| M7 ()(20) — 77 (0 Zo|<ZDsa)\",;jflaWPHa+a”(||90||oo+IIWT(@)Hoo)

< (Ds.an(max{As,a,a})" ™ +a" (1 + [7:]|s)) [0lla,

where ||7; |00 denotes the operator norm of 7, : (C(C), || [loe) — (C(C), || llso). For each a € (0, 1),
let (o = %(1 + max{A3 4,a}) < 1. From these arguments, it follows that there exists a family
{C3,a}ac(0,1) of positive constants such that for each a € (0,1), for each ¢ € C(C) and for each
n €N,

IME" (@) = 77 (9)lloo < Cs,08alllla- (12)
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For the rest of the proof, let o € (0,1). Let 1 := max{Aj o,aC{} € (0,1). Let 2,29 € C. 1f
d(z,20) > Cy'Cy, then

|ME™(p)(2) = ME™(¢)(20) = (7 () (2) = 7 () (20))]
d(z,20)®

< 203,C0lplla(CriCT ™. (13)

We now suppose that there exists an m € N such that C’l_m_ng < d(z,209) < C]T™C5. Then for
each v € TY and for each j = 1,...,m,

d(Vij,1(2)5 k4,1 (20)) < Co. (14)

Let n € N. Let m := min{n,m}. Let 49 € {1,...,s} be such that B(z0,C2) C U, and let

A(0), B(0),...,A(m — 1), B(m — 1) be as before. Let ¢ € C*(C) and let n € N. Then we have

| M (9)(2) = MF™ () (20) = (- (9) (2) = 77 (0) (20))]

< - / p(vkn1(2)) = ©(kn,1(20)) = (77 (0) (Vn,1(2)) — 77 () (Ven,1(20)))1d7(7)
7=0 A7)
+ /B( ) _1)[@(’Wm,1(2)) — ©(Vkn,1(20)) — (77 (0) (Vin,1(2)) — 7 (@) (Vhn,1(20)))]dT (7)| . (15)
Let A’(j) be as before. By (5) and (14), we obtain that for each j =0,...,m — 1,
/A( ‘)[w(%n,l(Z)) = 0(Vrn,1(20)) = (7 (@) (Vn,1(2)) — 72 (9) (Vrn,1(20)))]dT (7)
—| [ @lrna(2)) = om0 ()
A(9)
= //(4)[Mf(n_j_l)(@)(7k(j+1),1(2)) - Mf(n_j_l)(‘P)('Yk(jJrl),l(ZO))]dT('Yk(j+1)) weed7 (1)
< o) Do,ad(Vi(j+1),1(2), Vo411 (20) Al lladr (Y1) - - dr ()
<Do,oCTV MV d(z,20) A7 ol
<D, o Ot lellad(z, 20) (16)

Let B’(n — 1) be a Borel subset of I'¥™ such that B(m — 1) = B'(m —1) x 'y x ['; x --- . We now
consider the following two cases. Case (I): m = m. Case (II): m = n.
Suppose we have Case (I). Then by (12), we obtain that

/B( 7 —1)[90(%71’1(2)) = (n,1(20)) = (77 (@) (Vn,1(2)) = 77 () (Vi1 (20)))]dT(7)
< /B’( L |M,,]-€(n—m) (’Ykm 0---0 ’}/1(2)) — WT(‘P)(’Y}cm 0---0 '71(2))|d7_("/km) . dT(’71)

+ / M=) (3o 031 (20)) — 0 () (i © -+ 0 1 (20))|dr () -+~ (1)
B/(m—1)

<205,060 " @llaa™ < 2C3.aC0 ™" @llaa™ - (CT"1C5 (2, 20))°
=2C3,a¢0 " (aCF)™(C105 1) ¢llad(z, 20)* < 2C5,a(C105 ) Q™ [ @llad(z, 20)%. (17)
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We now suppose we have Case (I1). Since LS(Uy - (C)) ¢ C*(C), we obtain

/B( . _1)[90(an,1(2)) = (Yrn,1(20)) = (72 () (Ven,1(2)) = 7 (9) (Y, 1(20)))]d7 ()

< / o (rim 1 (2)) — (vim1 (20))|d7() + / 17 () (e (2)) — 700 () (i ()7 ()
B(n—1) B

(n—1)
<CTMd(z,20)%a" [[plla + CT"d(2, 20) 0" |7 (¢) |
<CT™a"(1+ Eo)llollad(z, 20), (18)

where E, denotes the number in Theorem 3.29. Let &, := 1 (max{(a, 7.} +1) € (0,1). Combining
(15), (16), (17) and (18), it follows that there exists a Constant C4,oa > 0 such that for each
p € C*(C),

M (9)(2) = MF™(0)(20) — (17 (0)(2) = 77 (0)(20))| < Cuabillillad(z, 20)*. (19)
Let Cs.o = C3.4 + Caa. By (12) and (19), we obtain that for each ¢ € C*(C) and for each n € N,
177 () = 7o (@) la < Csa€allella- (20)

From this, statement (3) of our theorem holds.

Let ¢ € C*(C). Setting ¢ = ¢ — (1)), by (20), we obtain that statement (2) of our theorem
holds. Statement (4) of our theorem follows from Theorem 3.29. Statement (1) follows from
statements (2).

Thus, we have proved Theorem 3.30. O

We now prove Theorem 3.31.

Proof of Theorem 3.31: Let A := {z € C | |z| < A} Ul ~(C). Let ¢ € C\ A. Then by

Theorem 3.30, »° C"L (I — ;) converges in the space of bounded linear operators on C’“(C)
00 M'n,

endowed with the operator norm. Let € := ({1 — M;)| Ls(u @) Ot > oneo ziir(l —mr). Let

U, :=LS(U;+(C)). Then we have

((I—=M:)oQ= ((CI_M‘F)‘U omr + (CI = Mz)|p,,, © (I_WT))

<(g1 M) o7rr+zgn+1|607( - ))

Mn
=Ily, omr 4+ (¢ = M;)o (Z Cnll) o(I—m-)

n Mn+1
=7, + Z o Z C"+1 —7)=1.

Similarly, we have Qo ((I — M,) = I. Therefore, statements (1) and (2) of our theorem hold.
Thus, we have proved Theorem 3.31. O
We now prove Theorem 3.32.

Proof of Theorem 3.32: By using the method in the proofs of [33, Lemmas 5.1, 5.2], we obtain

that for each a € (0,1), the map a € W,, — M, € L(C*(C)) is real-analytic, where L(C*(C))

denotes the Banach space of bounded linear operators on C'* (C) endowed with the operator norm.

Moreover, by using the method in the proof of Theorem 3.29, we can show that for each b € W,,,

there exists an o € (0, 1) and an open neighborhood V4, of b in W, such that for each a € Vj,, we have

LSUs -, (C)) c C*(C). In particular, 7, (C*(C)) ¢ C*(C) for each a € V4. Statement (1) follows

from the above arguments, [31, Theorem 3.15-10], Theorem 3.31 and [16, p368-369, p212]. We now
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prove statement (2). For each L € Min(G, @), let ¢y, : C — [0,1] be a C°° function on C such that
¢rlr = 1 and such that for each L' € Min(G, C) with L' # L, |z, = 0. Then, by [31, Theorem
3.15-15], we have that for each z € C, T, -, (2) = lim, o M} (p1)(2). Combining this with [31,
Theorem 3.14], we obtain Tf ;, = lim, ..o M (¢) in C(C). By [31, Theorem 3.15-6,8,9], for each
a € W, there exists a number r € N such that for each ¢ € LS(Z/lf,T((C)), M7 (¢) = 1. Therefore,
by [31, Theorem 3.15-1], T 7, = limp oo M (@r) = lim, oo M (0L — 77, (¢1) + 77, (01)) =
7z, (p1). Combining this with statement (1) of our theorem and [31, Theorem 3.15-1], it is easy to
see that statement (2) of our theorem holds.

We now prove statement (3). By taking the partial derivative of M., (T%.-,(2)) = Tr (%)
with respect to a;, it is easy to see that v, ; satisfies the functional equation (I — My, )(¢ip) =
§i7b,¢i7b|57b = 0. Let v € C((@) be a solution of (I — M,,)(v)) = Ci,b>¢|57b = 0. Then for each
n €N,

(1= M2YW) = 3 Mi (). (21)
j=0

By the definition of (;, Ci,b|STb = 0. Therefore, by [31, Theorem 3.15-2], 7., ((;») = 0. Thus,
denoting by C' and A the constants in Theorem 3.30, we obtain |[M ((;p)|la < CA"||Ciplla- More-

over, since 9|g, = 0, [31, Theorem 3.15-2] implies 7, (1) = 0. Therefore, M7, (¢) — 0 in C(C) as
n — oo. Letting n — oo in (21), we obtain that ¢ = E;’io M (i) Therefore, we have proved
statement (3).

Thus, we have proved Theorem 3.32. O

We now prove Theorem 3.40.

Proof of Theorem 3.40: Statements 1,3,4 follow from [31, Theorem 3.82] and its proof. We now
prove statement 2. By [31, Theorem 3.82, Theorem 3.15-15], there exists a Borel subset A of J(G)
with A(4) = 1 such that for each L € Min(G, C) and for each z € A, Hol(T¢,7,,2) = u(h,p, p).
Let zp € A be a point, let L € Min(G, @), and let ¢ € {1,...,m — 1}. We consider the following
three cases. Case 1: HOl(v; p,1,20) < u(h,p,p). Case 2: HOl(Wip 1,20) = u(h,p, ). Case 3:
HOl(v; p,1, 20) > w(h,p, p).

Suppose we have Case 1. Let 21 € h; '({20}). By the functional equation (I — M, )(¥ip,) =
Tpr, ©hi = Tp 7, © hy (see Theorem 3.32 (3)), [31, Theorem 3.15-1,15], and the assumption
hi H(J(G)) N H(J(G)) = 0 for each (k,1) with k # I, there exists a neighborhood U of z; in (@
such that for each z € U,

Vip,£.(2) = Vip,L(21) = Pi(Vip,L(hi(2)) = Vip (20)) = TL 7, (hi(2)) = TL.7,(20)- (22)

By equation (22) and the definition of the pointwise Holder exponent, it is easy to see that
Hol(Yi p.1,21) = HOW i p.1,20) < u(h,p, ). We now let z; € h,,'({z0}). Then by the similar
method to the above, we obtain that Hol(¢; p 1, 21) = H6l(¥; p. 1., 20) < u(h,p, 1).

We now suppose we have Case 2. By the same method as that in Case 1, we obtain that
H6L(v; .1, 20) = u(h, p, ) < HOL(; p. 1, 21) for each 2y € hy ' ({z0}) Uk ({20}).

We now suppose we have Case 3. By the same method as that in Case 1 again, we obtain that
H6L(v; p.1, 21) = u(h, p, ) < HOL(¥; .1, 20) for each zy € hy '({z0}) Uk ({20}).

Thus we have proved Theorem 3.40. O

6 Examples

In this section, we give some examples.

Example 6.1 (Proposition 6.1 in [31]). Let f; € P. Suppose that int(K(f1)) is not empty. Let
b € int(K(f1)) be a point. Let d be a positive integer such that d > 2. Suppose that (deg(f1),d) #
(2,2). Then, there exists a number ¢ > 0 such that for each A € {A € C: 0 < |\| < ¢}, setting
= (a1, fr2) = (fi, Mz = b)? +b) and Gy = (f1, fr2), we have all of the following.
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(a) fx satisfies the open set condition with an open subset Uy of C (i.e., f)\_%(U,\) Uf):%(UA) C Uy
and f1(U0) N0 fr2(00) = 0), fa(T(GA)) N fr3(J(GA) = 0, int(J(GR) = 0, Jier(Ga) = 0,
GA(K(f1)) € K(f1) € int(K(fy2)) and § # K(f1) C K(Gy).

(b) If K(f1) is connected, then P*(G,) is bounded in C.

(c¢) If f1 is hyperbolic and K(f1) is connected, then G is hyperbolic, J(G)) is porous (for the
definition of porosity, see [26]), and dimg (J(G))) < 2.

By Example 6.1, Remark 3.34 and [31, Proposition 6.4], we can obtain many examples of
T € My (P) with fI'; < oo to which we can apply Theorems 3.24, 3.25, 3.29, 3.30, 3.31, 3.32, 3.40.

Example 6.2 (Devil’s coliseum ([31]) and complex analogue of the Takagi function). Let g1(z) :=
22 —1,g2(2) := 2%/4,h1 = ¢%, and hy := g3. Let G = (hy1,hs) and for each a = (a1,a2) €
Wy = {(a1,a2) € (0,1)* | Y5_ a; = 1} = (0,1), let 7, := Y., a;0,. Then by [31, Example
6.2], setting A := K (hg) \ D(0,0.4), we have D(0,0.4) C int(K(h1)), ho(K(h1)) C int(K(h1)),
hit(A) U hy'(A) € A, and hy*(A) N hy'(A) = 0. Therefore hy ' (J(G)) N hy ' (J(G)) = 0 and
0 # K(h1) € K(G). Moreover, G is hyperbolic and mean stable, and for each a € W, we
obtain that T ,, is continuous on C and the set of varying points of Too.r, is equal to J(G).
Moreover, by [31] dimgy(J(G)) < 2 and for each non-empty open subset U of J(G) there exists
an uncountable dense subset Ay of U such that for each z € Ay, T -, is not differentiable
at z. See Figures 2 and 3. The function T ,, is called a devil’s coliseum. It is a complex
analogue of the devil’s staircase. (Remark: as the author of this paper pointed out in [31], the
devil’s staircase can be regarded as the function of probability of tending to +oco regarding the
random dynamics on R such that at every step we choose hy(z) = 3z with probability 1/2 and

we choose ha(x) = 3(z — 1) + 1 with probability 1/2. For the detail, see [31].) By Theorem 3.32,

for each z € C, a; — Tno r, (2) is real-analytic in (0,1), and for each b € Wy, [aTC’g%ﬁmHa:b =

oo M2 (C1p), where C1p(2) := Too,r, (h1(2)) — Too,r, (h2(2)). Moreover, by Theorem 3.32, the

function ¥(z) := [mﬂ"g‘%;f(z)ﬂa:b defined on C is Holder continuous on C and is locally constant on

F(G). As mentioned in Remark 1.14, the function 1 (z) defined on C can be regarded as a complex
analogue of the Takagi function. By Theorem 3.40, there exists an uncountable dense subset A of
J(G) such that for each z € A, either ¢ is not differentiable at z or v is not differentiable at each

point w € hi'({z}) U hy ' ({z}). For the graph of [M"B#‘(Z)Hal:l/g, see Figure 4.

We now give an example of 7 € M .(P) with [, < oo such that Jie, (Gr) = 0, J(G,) # 0,
S, C F(G;) and 7 is not mean stable.

Example 6.3. Let h; € P be such that J(h;) is connected and h; has a Siegel disk S. Let
b € S be a point. Let d € N be such that (deg(hq1),d) # (2,2). Then by [31, Proposition 6.1] (or
[30, Proposition 2.40]) and its proof, there exists a number ¢ > 0 such that for each A € C with
0 < |\ < ¢, setting ha(2) := A(z —b)?+b and G := (hy, ha), we have Jyer(G) = 0 and ho(K (h1)) C
S C int(K(hy)) C int(K (hy)). Then the set of minimal sets for (G,C) is {{oo}, Lo}, where Lg is a
compact subset of S (C F(G)). Let (p1,p2) € W2 be any element and let 7 := Z?:lpjahj' Then
Jrer (G7) =0, J(G;) #0, S, C F(G;) and 7 is not mean stable. In fact, L¢ is sub-rotative. Even
though 7 is not mean stable, we can apply Theorems 3.29, 3.30, 3.31, 3.32, 3.40 to this 7.

Example 6.4. By [31, Example 6.7], we have an example 7 € 9 .(P) such that Jyer(G) = 0

and such that there exists a J-touching minimal set for (G, C). This 7 is not mean stable but we
can apply Theorem 3.29 to this 7.
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