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ABSTRACT. This paper deals with families of conformal iterated function systems (CIFS).
The space CIFS(X, I) of all CIFS, with common seed space X and alphabet I, is successively
endowed with the topology of pointwise convergence and the so-called A-topology.

We show just how bad the topology of pointwise convergence is: although the Hausdorff
dimension function is continuous on a dense Gs-set, it is also discontinuous on a dense subset
of CIFS(X, I). Moreover, all the different types of systems (irregular, critically regular, etc...),
have empty interior, have for boundary the whole space, and thus are dense in CIFS(X,I),
which goes against intuition and conception of a natural topology on CIFS(X, I).

We then prove how good the A-topology is: Roy and Urbanski [8] have previously pointed
out that the Hausdorff dimension function is then continuous everywhere on CIFS(X,I).
We go further in this paper. We show that (almost) all the different types of systems have
natural topological properties. We also show that, despite not being metrizable (for it does not
satisfy the first axiom of countability), the A-topology makes the space CIFS(X,I) normal.
Moreover, this space has no isolated points. We further prove that the conformal Gibbs
measures and invariant Gibbs measures depend continuously on ® € CIFS(X,I) and on the
parameter ¢ of the potential and pressure functions. However, we demonstrate that the coding
map and the closure of the limit set are discontinuous on an important subset of CIFS(X).

1. Introduction

The last 15 years have been a period of extensive study of single conformal iterated function
systems (abbreviated to CIFSs). Recently, interest in families of such systems has emerged
(see [1], [2], [8] and [9], among others). In [8] Roy and Urbariski studied the space CIFS(X, I)
of all CIFSs sharing the same seed space X and the same alphabet I. When [ is finite, they
endowed CIFS(X, I) with a natural metric of pointwise convergence (pointwise meaning that
corresponding generators are C''(X)-close to one another). They showed that the topological
pressure and the Hausdorff dimension functions are then continuous (see Lemma 4.2 and
Theorem 4.3 in [8]). When [ is infinite, they discovered that these latter are generally not
continuous when CIFS(X I) is equipped with a “generalized” metric of pointwise convergence
(see Theorem 5.2 and Lemma 5.3, as well as the example following these results in [8]). They
thereafter introduced a new, weaker topology called A-topology (see (5.1) in [8]). In that
topology, they proved that the topological pressure and the Hausdorff dimension functions
are both continuous (see Theorems 5.7 and 5.10 in [8]).

Research of the first author was supported by NSERC (Natural Sciences and Engineering Research Council
of Canada). Research of the third author was supported in part by the NSF Grant DMS 0400481.
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The aim of this paper is to deepen our understanding of the pointwise and A- topologies.
We will contrast the A-topology with the pointwise topology, show that the A-topology is
more convenient, and describe this latter further.

In section 2, Preliminaries on Single Iterated Function Systems, we collect the definitions,
concepts, and most of the known results concerning single iterated function systems.

In section 3, Preliminaries on Families of Iterated Function Systems, we introduce a new
notation for the different types of systems and gather a few simple observations about these
types.

In section 4, The Pointwise Topology, we first revisit the question of continuity of the Haus-
dorff dimension function when the set CIFS(X, I) is endowed with the pointwise topology and
I is infinite. We show that the only points of continuity of the Hausdorff dimension function
are those systems whose limit sets have the same Hausdorff dimension as the surrounding
Euclidean space in which they live (see Theorem 4.2 and Lemmas 4.3 and 4.4). We further
show that this set of continuity points is dense in CIFS(X, I), but so is its complement (see
Lemmas 4.5-4.7). Then we investigate the topological properties of the different types of
systems. We show that all these different types have empty interior, have for boundary the
whole space, and thus are dense in CIFS(X, I) (see Proposition 4.8).

Finally, in section 5, The A-Topology, we study the topological structure of CIFS(X, )
when it is equipped with the A-topology. We partially describe the connected and arcwise
connected components of this space in Propositions 5.3 and 5.4. This description shows in
particular that CIFS(X, I) has no isolated points. We also prove that this space is normal
(see Theorem 5.9). However, it is not metrizable, for it does not even satisfy the first axiom
of countability (see Propositions 5.6 and 5.7). We further prove that CIFS(X,I) is not se-
quentially compact (see Proposition 5.10). Then, just as we did in the pointwise topology,
we investigate the topological properties of the different types of systems. We show that,
in contradistinction with the counter-intuitive properties that we observed in the pointwise
topology, (almost) all the types exhibit natural properties as one would expect in an appropri-
ate topology (see Propositions 5.11-5.17, inclusively). Despite that the finiteness parameter,
the pressure and the Hausdorff dimension functions are continuous when CIFS(X) is endowed
with the A-topology, we show that the coding map and the closure of the limit set do not
depend continuously on the underlying system ® (see Proposition 5.18 and Corollary 5.19).
Finally, we consider the continuity of measures. We prove that the conformal Gibbs measures
and the invariant Gibbs measures are continuous functions of the system ® and the parameter
t of the potential (see Theorem 5.20).

2. PRELIMINARIES ON ITERATED FUNCTION SYSTEMS

Let us first describe the setting of conformal iterated function systems introduced in [5]. Let
I be a countable (finite or infinite) index set (often called alphabet) with at least two elements,
and let ® = {p; : X — X |i € I} be a collection of injective contractions of a compact metric
space (X, dx) (sometimes coined seed space) for which there exists a constant 0 < s < 1 such
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that dx (¢i(x), vi(y)) < sdx(z,y) for every x,y € X and for every i € I. Any such collection
® is called an iterated function system (abbr. IFS). We define the limit set Jg of this system
as the image of the coding space I under a coding map mg as follows. Let I denote the
space of words of length n with letters in I, I* := U,,cv [™ be the space of finite words, and
I the space of one-sided infinite words (sequences) of letters in I. For every w € I* U I*,
we write |w| for the length of w, that is, the unique n € IN U {oo} such that w € I". For
wel nelN,let 9, =@, 0Py, 0 0@, . fwel*UI®and n € IN does not exceed
the length of w, we denote by w|, the word wjws...w,. Since, given w € I*°, the diameters
of the compact sets ¢, (X), n € IN, converge to zero and since these sets form a decreasing
family, the set

ﬁl Pl (X)

is a singleton, and we denote its element by 7w (w). This defines the coding map 74 : [*° — X.
Clearly, g is a continuous function when I°° is equipped with the topology generated by the
cylinders [i], = {w € I*® : w, =i}, i € I, n € IN. The main object of our interest will be
the limit set -
J‘I’ = WQ(IOO) - U m Spw\n(X)

wel>® n=1
Observe that Jg satisfies the natural invariance equality, Jo = U;c; ¢i(Jo). Note that if I is
finite, then Jg is compact, and this property usually fails when [ is infinite.

An IFS © = {¢; : X — X |i € I} is said to satisfy the Open Set Condition (OSC) if there
exists a nonempty open set U C X (in the topology of X) such that ¢;(U) C U for every
i €I and ¢;(U)Np;(U) =0 for every pair i,j € I, i # j. (However, we do not exclude the
possibility that ¢;(U) Ny, (U) # 0 for some i, j € I.)

An IFS & is called conformal (and thereafter a CIFS) if X is connected, X = Intya(X) for
some d € IN, and the following conditions are satisfied:

(i) @ satisfies the OSC with U = Int ga(X);
(i) There exists an open connected set V, with X C V C IR? such that all maps ¢;,
i € I, extend to C! conformal diffeomorphisms of V into V;
(iii) There exist 7,1 > 0 such that for every # € X there is an open cone Con(z,~,l) C
Int(X) with vertex x, central angle of Lebesgue measure 7, and altitude [;
(iv) There are two constants L > 1 and a > 0 such that

195@)| = [@i@)I| < LIH I ly — =]~

for all z,y € V and all ¢ € I, where [| - ||y is the supremum norm taken over V.

Remark 2.1. It has been proved in Proposition 4.2.1 of [7] that if d > 2, then condition (iv)
1s automatically satisfied with o = 1. This condition is also automatically satisfied if d = 1
and the set I is finite.
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The following useful fact has been also proved in Lemma 4.2.2 of [7].

Lemma 2.2. For allw € I* and all x,y € V we have that
llog ¢, ()| — log L, (2)[| < L(1 = )"y — x|

As an immediate consequence of this lemma we get the following.

(iv’) Bounded Distortion Property (BDP): There exists a constant K > 1 such that
2L ()] < Klel, ()]

for every z,y € V and every w € I'*, where |¢/,(z)| denotes the norm of the derivative.

As demonstrated in [5], infinite CIFSs, unlike finite ones, may not possess a conformal mea-
sure. There are even continued fraction systems which do not admit a conformal measure (see
Example 6.5 in [6]). Thus, the infinite systems naturally break into two main types, irregular
and regular systems. This dichotomy can be determined from the existence of a conformal
measure or, equivalently, the existence of a zero of the topological pressure function. Recall
that the topological pressure Pg(t), ¢t > 0, is defined as follows. For every n € IN, set

P = 3 Il
weln

where || - || := || - ||x is the supremum norm over X. Then
.1 n 1 n
Po(t) = lim —log Py (t) = Jnf —log P (t).
Recall also that the shift map o : I* U I — [* U I*° is defined for each w € I* U I* as

0({wn}|,f:‘1) = {Wn-i-l}‘;:‘zl'

If the function (g : I°° — IR is given by the formula

Co(w) = log |y, (m(o(w)))],
then Pg(t) = P(t(e), where P(t(p) is the classical topological pressure of the function t(e
when [ is finite (so the space I* is compact), and is understood in the sense of [4] and [7] when

I is infinite. The finiteness parameter 0 of the system is defined by inf{t > 0 : Pg ) (1) < oo}
In [5], it was shown that the topological pressure function Pg is non-increasing on [0, 00),
(strictly) decreasing, continuous and convex on [fg, o), and Pg(d) < 0. Of course, Pg(0) = 0o
if and only if I is infinite. The following characterization of the Hausdorff dimension hg of
the limit set Jgp was proved in [5], Theorem 3.15. For every F' C I, we write ®|r for the
subsystem {¢; }icr of ®.
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Theorem 2.3.
he = sup{he|, : F C I is finite } =inf{t > 0: Py(t) < 0}.
If P@(t) = O, then t = hcp.

The system & was called regular provided there is some ¢ > 0 such that Pg(¢) = 0. It follows
from the strict decrease of Py on [f,00) that such a ¢ is unique. Also, the system is regular
if and only if it admits a t-conformal measure. A Borel probability measure m is said to be
t-conformal provided m(J) = 1 and for every Borel set A C X and every i € [

migi(4) = [ |gil"dm.
and
m(pi(X) Np;(X)) =0
for every pair i,5 € I, 1 # j.
There are natural subtypes of regular systems. Following [5] still, a system ® is said to be

strongly regular if 0 < Pg(t) < oo for some ¢t > 0. As an immediate application of Theorem 2.3
we get the following:

Theorem 2.4. A system ® is strongly reqular if and only if he > 0.

Also, a system ® = {; }ic; was called hereditarily regular or cofinitely regular provided every
nonempty cofinite subsystem ® = {p; }icp (i.e. I’ is a cofinite subset of I) is regular. A finite
system is clearly cofinitely regular, and it was shown in [5] that an infinite system is cofinitely
regular exactly when the pressure is infinite at the finiteness parameter:

Theorem 2.5. An infinite system ® is cofinitely reqular if and only if Pe(0s) = oo <
PY)(Ap) = 0o < {t > 0: Py(t) < 0o} = (6g,00) < {t > 0: PY(t) < 0o} = (A, ).

Remark that every cofinitely regular system is strongly regular, and every strongly regular
system is regular. Finally, recall that critically regular systems are regular systems intuitively
located at the threshold between strongly regular and irregular systems:

Definition 2.6. A system ® is named critically reqular if Pp(0g) = 0.

We will see in section 5 that this intuition is fundamentally correct.
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3. PRELIMINARIES ON FAMILIES OF IF'Ss

When dealing with families of IFSs, we will denote the set of all conformal iterated function
systems with phase space X and alphabet I by CIFS(X, ). Moreover, we will let SIFS(X, I)
represent the subset of CIFS(X, ) comprising all similarity iterated function systems, that
is, systems consisting of similarities only.

Recall that when I is finite, all systems in CIFS(X,I) are regular. When I is infinite,
the classification is more involved. In this case, note that we may assume that I = IN
without loss of generality. Henceforth, we thus abbreviate CIFS(X, IV) to CIFS(X). We
will let IR(X) C CIFS(X) be the subset of irregular systems, while R(X) C CIFS(X) will
represent the subset of regular systems. We will also denote by CR(X) C R(X) the subset
of critically regular systems, by SR(X) C R(X) the subset of strongly regular systems, and
by CFR(X) C SR(X) the subset of cofinitely regular systems.

Lemma 3.1. Let B be a closed ball in IR®. If S is a contracting similarity of IR® such
that S(X) C B and ® = {p;} € CIFS(B) is such that ¢;(S(X)) C S(X) for each i, then
S7lo®oS = {Slop,;08} € CIFS(X) and has the same pressure function as ®. In particular,
S~Lo® oS belongs to the same type as P.

Proof. Since ® satisfies the OSC with Int(B), we have that S~ o ® o S satisfies the OSC
with Int(X). Moreover, since there exists an open connected set V, with B C V C IR¢, such
that all the maps ;, i € IV, extend to C' conformal diffeomorphisms of V' into V', we have
that S~1(V) is an open connected set with X € S71(V) C IR? and such that all the maps
S™lop;0S, i€ IN, extend to C' conformal diffeomorphisms of S7! (V') into S™! (V). Finally,
since there are two constants L > 1 and o > 0 such that

1) = @] < LI 7y - 31 (31)

for all i € IV and all y,§ € B, the chain rule asserts that [(S™! o ¢; 0 .S)(x)| = |¢L(S(z))] for
all z € S71(V) and thus we have that

(57 o pi08) ()] = (S 0 i 08) ()]

_ ’|¢;(S(a:))| — |¢i(S(@))|

L) 1S (z) = S(@)|
LII((S™ o i 0 8)) HIghigys®le — 2|

VANVAN

for all i € IN and all x,7 € S7'(V), where s is a ratio for S. This proves that St o® o S €
CIFS(X).

Regarding the behavior of the pressure function, observe that since K'||¢. | < [(S7' o
©0,09) (z)] = ¢, (S(x))] < |l¢,] for all z € X and w € IN*, where K is a bounded distortion
constant for ®, we have that K|’ || < [|(S7'op, 0S| < |||l and thus for every n € IV
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and t > 0,

KPP () = K™Y Ll < P{gos®) = 3 (S Topu0S) [t < 3 el |t = PV (t).
wEIN™ wEIN™ weEIN™

Then

1
Ps-10p0g(t) = lim — logP ") oes(t) = 1im =log PV (t) = Py(t).
n—oo n—oo n

This shows that S~'o®0 S € CIFS( ) and & € CIFS(B) have the same pressure function
and thus are of the same type. In particular, if ® € SIFS(B), then S~'o®o0 S € SIFS(X). m

From this we make a simple but important observation. Given 0 < 6 < d, P € RU {oco}
and an open subset U of Int(X), let CIFS(X,U, 0, P) denote the subspace of all systems
¢ = {p;} € CIFS(X) with finiteness parameter 8¢ = 0, with Py(0) = P and with ¢;(X) C U
for each 1.

Lemma 3.2. The following statements hold:

(i) For each 0 < 6 < d, each P € IRU{oo} and every open subset U of Int(X), we have
SIFS(X) N CIFS(X, U, 6, P) # 0;
(ii) For every open subset U of Int(X), there exists P(X,U) < 0 such that for every
P < P(X,U) we have SIFS(X) N CIFS(X, U, d, P) # 0;
(iii) There is no system ® € CIFS(X) with finiteness parameter 8o = d and with Py(d) > 0.

Proof. The third assertion is obvious. Indeed, if there were such a system ®, then we would
have that he > d, which is clearly impossible since the system lives in JR? and thus he < d.

Now, let us prove the first two assertions. We will first consider the case in which X is a
closed ball B. To establish the first statement, let 0 < # < d and U an open subset of Int(B).
Let us begin with the case P = co. One can always find a sequence of positive real numbers
{r;} such that the series >_; r! is infinite when ¢ < 6 while finite when ¢ > 6. Multiplying this
sequence by a constant R, we can make 3;(Rr;)? as small as desired and in particular small
enough that one can construct a system ® = {;} € SIFS(B) such that each ¢; is a similarity
with ratio Rr; which maps B into U. Then ® € SIFS(B) N CIFS(B, U, 6, ).

Now we tackle the case 0 < P < oo. Pick two disjoint balls U; and Us both contained
in U. According to the previous paragraph with U replaced by Uj, there exists ® = {p;} €
SIFS(B) N CIFS(B, Uy, 0,00). One can also find a sequence of positive real numbers {s;}
such that the series Y, st is infinite when ¢ < € and finite when ¢ > 6. Multiplying this
sequence by a constant S, we can make Y ;(Ss;)? small enough that one can build a system
U = {¢;} € SIFS(B) such that each v; is a similarity with ratio Ss; which maps B into Us.
One can further choose S so that 3°;(S5s;)? < 1. Despite these adjustments, note that 6y = 6.
Thus, ¥ G SIFS( ) N CIFS(X, Us, 0, p) for some p < 0. Thereafter define for each n € IV the

system 2 = ("} ,c by

£(n) v it i<n
i 1/}i—n+l if 1 Z n.
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It follows immediately from the fact that ® € SIFS(B) N CIFS(B, Uy, 6,), ¥ € SIFS(B) N
CIFS(B, Us, 0, p) and Uy NUs = () that =™ € SIFS(B) for every n € IN and that £™(B) C U
for every ¢ and n. Moreover, since 2™ and W share all but finitely many generators, we have
that 6zm) = 0y = 0 for every n. Finally, note that

=@ = 3NEI = X lelll+ X 17 < oo
ieN 1<i<n JjenN

|9 = oo, there exists a unique n € IV such that

Do il S sl < e < S0 Nl + > I

1<i<n jEIN 1<i<n+1 jeN

Since Yiem [}

or equivalently, such that
PE(n)(Q) <P< PE(n+1)(9).

If P-y(f) = P, then x := 2™ € SIFS(B) N CIFS(X, U, 0, P) and is thus the system we
have been looking for. If, however, this is not the case, then we have instead the system
X = {Xi}iew defined by

T if i=n,

. :{ gml it i

where 7 is a similarity with ratio 0 < T' < ||/, || such that 3>, <;,, 15|74+ e v W59 4+T7 = €
and such that 7(B) C ¢,(B). Then x € SIFS(B) N CIFS(X, U, 0, P).

Finally, we treat the case P < 0. Take > 0 and x = {x;} € SIFS(B) N CIFS(X,U,0,Q).
Then one can construct a system ¢ = {¢;} € SIFS(B)NCIFS(X, U, 0, P) by choosing for each
i a similarity ¢; with ratio ||x/|le"~?/? such that (;(B) C xi(B). This completes the proof of
the first statement in the case X = B.

When 6 = d, one can always find a sequence of positive real numbers {r;} such that the
series 3, ! is infinite when ¢ < d while finite when ¢t = d. Multiplying this sequence by a
constant R, we can make _;(Rr;)? as small as desired and in particular small enough that
one can construct a system ® = {¢;} € SIFS(B) such that each ¢; is a similarity with ratio
Rr; which maps B into U. Then ® € SIFS(B) N CIFS(B, U, 6, p) for some p < 0. By letting
R\, 0, the second statement clearly holds in the case X = B.

Now we consider a general set X, and let U be an open subset of X. Let B be a closed
ball in IR? and S a contracting similarity of IR? such that S(X) C B. Take an open ball
B C S(X). Conjugating a given system ® € SIFS(B) NCIFS(B, B,0, P) by S, it follows from
Lemma 3.1 that ¥ := S~ o ® o S € SIFS(X) and that Py(t) = Pg(t) for every t. By post-
composing ¥ with a contracting similarity 7' of IR? such that T(X) C U, we conclude that
T oW € SIFS(X) with Proy(t) = Py(t) 4+ tlog||T'|| = Pe(t) + tlog [|T"]] and T o ¢;(X) C U
for each i. Thus, T o ¥ € SIFS(X) N CIFS(X,U,0, P + 0log ||T"||). Each of the first two
statements for a general X hence follows from the previous line and its homologue for a ball.
|
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4. The Pointwise Topology

We now study the set CIFS(X) equipped with the metric of pointwise convergence, that
is, when the distance between ® and ¥ in CIFS(X) is given by

Poo(@, W) = 3" 27 min{1, |[g; — il + I} — i1}

i=1

Remark 4.1. It is important to recall that || - || := || - ||x is the supremum norm over X.
In particular, this implies that each term in a sequence {®™} admits a neighbourhood Vi)
of X (cf. definition of CIFS) and the intersection of these neighbourhoods may not be a
neighbourhood of X . A potential consequence of this is that each {®™} has a minimal constant
of bounded distortion Kgw)y but these constants may not be bounded.

Roy and Urbanski observed that the Hausdorff dimension function is generally not contin-
uous in the topology induced by p., (see the example following Lemma 5.3 in [8]). This raises
the question: What are the points of continuity of the Hausdorff dimension function in the
pointwise topology?

Theorem 4.2. & € CIFS(X) is a point of continuity of the Hausdorff dimension function
h : CIFS(X) — (0,00) if and only if he = d. Moreover, the set {® : he = d} of points of
continuity of the Hausdorff dimension function is an uncountable dense Gs-subset of CIFS(X)
(although CIFS(X) is not a complete metric space). Nevertheless, the set {® : he < d} of
points of discontinuity of the Hausdorff dimension function is also an uncountable dense subset
of CIFS(X) in the pointwise topology.

Proof. The theorem is a straightforward consequence of the following five lemmas. B

Lemma 4.3. If & € CIFS(X) is such that he = d, then ® is a point of continuity of the
Hausdorff dimension function h : CIFS(X) — (0, 00).

Proof. Since the Hausdorff dimension of the limit set of a system cannot exceed the dimen-
sion of the space in which that set resides, we know that the Hausdorff dimension is always
less than or equal to d. Thus, the Hausdorff dimension function is upper semi-continuous
at every point where it equals d. Moreover, according to Theorem 5.2 in [8], the Hausdorff
dimension function is lower semi-continuous in the topology induced by p.. Consequently,
this function is continuous at every ® € CIFS(X) such that he =d. B

The following lemma is the object of the converse result. It relies on the fact that, given any
compact subset Y in IR? with non-empty interior, one can construct a system ¥ € SIFS(Y))
with any prescribed finiteness parameter 0 < 6 < d according to Lemma 3.2.

Lemma 4.4. Let ® € CIFS(X) be a system whose limit set has Hausdorff dimension he <
d. Then ® is a point of discontinuity of the finiteness parameter function, the Hausdorff
dimension function and the pressure function in the pointwise topology.
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Proof. Let ® = {¢;} € CIFS(X) be such that he < d. Fix 0 < ¢ < d — hg. For each
n € IN, pick a contracting similarity S™ of IR? such that S™(X) C Int(p,(X)). Take
UM = ("} € CIFS(S™ (X)) such that Oy = he +c. Then U™ o S™ € CIFS(X)
and Ogmyogim = Ogm = he +c. Now, for each n € IN define the CIFS 2™ = {gi(”)}iew as

G = WMo if >
Noting that ®, ¥ o S ¢ CIFS(X) and U™ o S (X) C ¢,(X), we deduce that 2™ ¢
CIFS(X) for every n € IN. Moreover, since =™ and ® have the same first n — 1 generators,
we have that po (2™, ®) < %° 1/2° and it follows immediately that 2™ — & as n — oo
in the pointwise topology.

We claim that the finiteness parameter function € is not upper semi-continuous at ®.
Indeed, for every n € IN, we have =) = he + ¢ since 2™ and ¥ 0.S™ share all but finitely
many (the first n — 1) generators, and thus have the same finiteness parameter. Moreover,
as observed earlier, Oym)ogm) = Oym) = he + €. It follows immediately that the finiteness
parameter function is not upper semi-continuous at ®, for =™ — & as n — oo in the
pointwise topology, though 0= = he +€ > 0 + € > g for all n € IN.

In the same vein, the Hausdorff dimension function A is not upper semi-continuous at ®.
Indeed, 2™ — ® as n — oo in the pointwise topology, while hzwm) > bzwm = he + € for all
n e IN.

Finally, the pressure function x +— P, () is not upper semi-continuous at ®. Indeed, taking
Op <t < he + &, we have Pz (t) = oo for all n € IN since fzwm) = he + ¢ for all n € IN,
whereas Py(t) < co. B

Thus, when CIFS(X) is endowed with the pointwise topology, the points of continuity of
the Hausdorff dimension function are those systems whose limit sets have the same Hausdorff
dimension as the Euclidean space in which they live. We will now describe some topological
properties of this set.

Lemma 4.5. {®: 0y = d} = CIFS(X) in the pointwise topology. In particular, the set {® :
he = d} of points of continuity of the Hausdorff dimension function is dense in CIFS(X) in
the pointwise topology.

Proof. Let ® = {p;} € CIFS(X). For each n € IN, pick a contracting similarity S of
R? such that S™(X) C Int(¢,(X)). Take U™ = {{};cy € CIFS(S™ (X)) such that
G‘W) = d. Then T o S(n) € CIFS(X) and 9\1,<n)05(n) = 9,1,(71) = d. Now, for each n € IN
define the CIFS 2™ = {¢™}, .y as

i ™Mo S if >
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Noting that ®, ¥ o S ¢ CIFS(X) and U™ o S™(X) C ¢,(X), we deduce that =™ ¢
CIFS(X) for every n € IN. Moreover, since Z™ and ® have the same first n — 1 generators,
we have that po (2™, ®) < %° 1/2° and it follows immediately that 2™ — & as n — oo
in the pointwise topology. Furthermore, note that for every n € IV, we have zx = d since
2 and U™ o S share all but finitely many (the first n — 1) generators, and thus have the
same finiteness parameter. B

And it follows from the lower semicontinuity of the Hausdorff dimension function and from
the above lemma that

Lemma 4.6. Let 0 < 0 < d. Then {® : he < 0} is closed and nowhere dense in CIFS(X)
in the pointwise topology. In particular, the set {® : he = d} of points of continuity of the
Hausdorff dimension function is a countable intersection of open dense subsets of CIFS(X).

Thus, the set of points of continuity of the Hausdorff dimension function is fairly large.
But its complement, the set of points of discontinuity, is also large.

Lemma 4.7. CIFS(X)\{® : he = d} = CIFS(X) in the pointwise topology.

Proof. Let ® = {¢;} € CIFS(X). For each n € IN, pick a contracting similarity S™ of IR?
such that S™(X) C Int(,(X)). Take UM = {y™},cy € CFR(S™(X)). Then ¥ o 5M ¢
CFR(X) and Oy, = Oym. Now, for each n € IN define the CIFS ™ = {¢™1}, v by

Tl Mo s™ i i>n.

Then =™ € CFR(X) for every n € IN and 2™ — & as n — oo in the pointwise topol-
ogy. Furthermore, since Ag(Int(X)\ U2, £™(X)) > Ag(Int(pns1(X))) > 0, it follows from
Theorem 4.5.10 on page 101 in [7] that hzm < d. R

In particular, this shows that the finiteness parameter function, the Hausdorff dimension
function and the pressure function are discontinuous on a dense subset of CIFS(X) when
this latter is equipped with the pointwise topology. Recall that, according to [8], these three
functions are continuous everywhere on CIFS(X) when this latter is instead endowed with
the A-topology.

We will now describe the interior and the boundary of each type of systems.

Proposition 4.8. Let C' be any type of systems, that is IR(X), CR(X), SR(X)\CFR(X),
CFR(X), or any union of some but not all of these types. Then Int(C) = @ and 0C =
CIFS(X) in the pointwise topology.

Proof. The proposition can be deduced from the forthcoming four lemmas. ®
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We first show that any CIFS is the limit of a sequence of irregular systems in the pointwise
topology. That is, IR(X) is dense in CIFS(X). This is in stark contrast with the description of
this set in the A-topology, in which, more naturally, IR(X) = IR(X)UCR(X) as an immediate
consequence of Proposition 5.11.

Lemma 4.9. IR(X) = CIFS(X) in the pointwise topology.

Proof. By Lemma 4.7, it is sufficient to prove that IR(X) D CIFS(X)\{® : he = d}. To
do this, let & = {p;} € CIFS(X) be such that he < d. Fix 0 < ¢ < d — hg. For each
n € IN, pick a contracting similarity S™ of IR? such that S™(X) C Int(p,(X)). Take
UM = {™}, ey € CIFS(S™(X))\CFR(S™ (X)) such that 6y = he+¢ and such that the
sequence {||(@Z)Z(n))’||}new is decreasing for every i € IN. Then (™ o S™ ¢ CIFS(X)\CFR(X)
and Oy m)ogm = Ogm. Now, for each n € IN define the CIFS 2™ = {51-(")}1'611\; by

2 :{ oSt if >

Then 2™ € CIFS(X) for every n € IN, 2™ — & as n — oo in the pointwise topology, and
O=tn) = Ogymyogn) = Ogm) = he +¢ for every n € IN. We claim that all but ﬁnitely many of the

= ) s are irregular. Indeed, since Pp(hg +¢) < 0 there is L € IN such that PS” (he +¢) < 1.
Now, for every n € IN we have

Pl (ha+e) = 37 Iy
welNL
L—1
= Yoo gLl + Y > 15 ||+
we{l,...,n—1}L& k=0 welNE,

wj < n for exactly k w;

> llli*e + Z > H [N

welNL we N,
wj < n for exactly k wj

L—k
PO (ha +6) 4 sz (Z HWW) (Zn oo ||h¢+€)
_ L—k
< PP (hg o)+ S LF (ZIIS@QII"W) (zn ||'”>+€)

k=0 =1

VAN

IN

< P(he+e) +ZL’“( (he +2)) (ZH |’”’+E>L_k,

where the last inequality follows from the fact that the sequence {||(@/)Z(n V|| Inemv is decreasing
for every ¢ € IN. The right-hand side tends to P(I, (hq; +¢) < 1asn — oo since P<1> (he+e) <
oo (because Py(he +¢) < 00) and Y30, ||( Dy |he+e N\, 0 as n — oo (because Pya) (hg +¢) =
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Pyoy(Bgay) < o0). It follows that PE(% (Ozm)) = Péﬁ.%(h(p +¢) < 1 for all n large enough,
which implies that Psq) (A=) < 0 for all n sufficiently large. Therefore 2™ € IR(X) for all
n € IN large enough and Z™ — ® as n — oo in the pointwise topology. B

We will now show that any CIFS is the limit of a sequence of critically regular systems
in the pointwise topology. That is, CR(X) is dense in CIFS(X). This is in sharp contrast
with the description of this set in the A-topology, in which CR(X) = CR(X) according to
Lemma 5.9(iii) in [8]. Our proof further shows that the finiteness parameter is generally
neither lower nor upper semi-continuous in the pointwise topology. Recall that in the A-
topology, the finiteness parameter function is locally constant.

Lemma 4.10. CR(X) = CIFS(X) in the pointwise topology.

Proof. By Lemma 4.7, it is sufficient to prove that CR(X) D CIFS(X)\{® : he = d}. To do
this, let & = {p;} € CIFS(X) be such that he < d. Fix 0 < ¢ < d—hg. For each n € IN, pick
a contracting similarity S™ of IR? such that S™(X) C B, C ¢,(X), where B, is an open
ball. Take a SIFS UM = {y{™ }@N s SR( " (X)\CFR(S™ (X)) such that Ogm = he + ¢
and U™ o S ¢ SR(X). Then U™ o S E SR( N\CFR(X) and Oymogm) = Oym. Now,
for each n e lN and 0 < s <1, denote by m{®) the similarity z — s(z — o) + xo and define

the CIFS =) = {fins }ien by

f(n’s) . 901 if i<n

T meu o8 i iz,
with x, is the center of the ball B,. Then =™ € CIFS(X), Z™* — & uniformly in s as
n — oo in the pointwise topology, and QE(n,s) = e\l,(n)os(n) = Oy = he + ¢ for every n and s.

Observe also that =™ ¢ SR(X)\CFR(X) for each n € IN. However, for each n € IN there
is s, > 0 such that J” sn) is critically regular (and Z(™) 1rregu1ar for every 0 < s < s,).

Indeed, since Py(he + €) < 0 there is L € IN such that Pcp )(hq> +¢) < 1. Now, for every
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n € IN and 0 < s <1 we have

L n,s €
P (he+e) = 30 [0y
welNt
L-1
he+e n,s he+e
= > gLl > > 15y |1
we{l,... ,n—1}F k=0 we N,
wj < n for exactly k w;
< D Il r’“*wz > HH (€5 | ot

welNL we NE,
wj < n for exactly k w;

L—1 0o L—k
< PP(he 4o+ S I (z I r) <ZH >'th)
k=0 =1 =1
oo L—k
< PPty S 1t (zumh@*s) (Zn Wy |)
k=0 =1 =1
L—k
_ P (h<p+5 +ZLk (Pq(>1 h +€ <h¢+52|| ’hq>+s>
hq>+£L ok (1) L=k
< P(he+e)+ 5" Y L8 (P (he +5)) (Pyoy(ha +2))"
k=0

For any fixed n € IN, the right hand side tends to P( (he + 6) < 1as s\, 0 since P (hcp +

£) < 0o and P (n)<hq>+€) w)(ew )) < oo. It follows that PE(W)(HE (ns)) = PE(,L,S)(h@%—a)
1 for all s Small enough, which implies that Pz.s) (fzm.s) < 0 for all s small enough. Thus,
2 is irregular for all s sufficiently small, whereas Z(™1) is strongly regular (but not cofinitely
regular). It is also clear that the map s — Z(™%) is continuous on (0,1] when CIFS(X) is
endowed with the A-topology. Since the pressure function x — P, (hq> + 5) is continuous in
that topology, there is s, > 0 such that Peg.sn) (f=m.sn) = 0. Then Z) ¢ CR(X) for all
n € IN and E™*) — ® as n — oo in the pointwise topology. B

We will now show that any CIFS is the limit of a sequence of strongly, but not cofinitely, reg-
ular systems in the pointwise topology. That is, SR(X)\CFR(X) is dense in CIFS(X). This is
in stark contrast with the description of this set in the A-topology, in which SR(X)\CFR(X) C
R(X)\CFR(X). This is an immediate consequence of Proposition 5.13.

Lemma 4.11. SR(X)\CFR(X) = CIFS(X) in the pointwise topology.

Proof. Let & = {p;} € CIFS(X). For each n e 17\7 , pick a contracting similarity S of IR?
such that S ( ) C Int(p,(X)). Take U0 = (" }en € SR(S™(X))\CFR(S™ (X)) such
that (™ o S™ ¢ SR(X). Then ¥™ o S(” € SR(X)\CFR(X) and Oymogtny = Oym. Now,
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for each n € IN define the CIFS =™ = {fi(")}iew by

f(n) (o) if i<n

WMo SM i i >
Then Z™ € CIFS(X) for every n € IN, 2™ — & as n — oo in the pointwise topology,
O=tny = Ogmiogmy = Oy for every n € IN and Pzm)(t) > Pymyogm (t) for every ¢ > 0. In
particular,
Py (0z)) > Pymosm (Ogmosm) > 0.
Note also that P~(n)(9~(n)) < oo since
Pew(0sm) < 3 IEPY 1% < 32Nl + 3 187 0 S™Y|Putmest < oo.

ieIN i<n jEIN

Therefore 2™ € SR(X)\CFR(X) for all n € IN and =™ — & as n — oo in the pointwise
topology. B

We finally show that any CIFS is the limit of a sequence of cofinitely regular systems in
the pointwise topology. That is, CFR(X) is dense in CIFS(X). This is in stark contrast with
the description of this set in the A-topology, in which CFR(X) = CFR(X), for CFR(X) is a
clopen set in the A-topology according to Lemma 5.9 in [8].

Lemma 4.12. CFR(X) = CIFS(X) in the pointwise topology.

Proof. Let ® = {p;} € CIFS(X). For each n € IN, pick a contracting similarity S
of IR? such that S™(X) C Int(p,(X)). Take U™ = {™},cy € CFR(S™(X)). Then
U™ 6 §™ ¢ CFR(X) Now, for each n € IN define the CIFS 2™ = {¢™},cpv by

%”)nﬂ 0o SM if i>n.
Then Z™ € CIFS(X) for every n € IN, 2™ — & as n — oo in the pointwise topology,
O=n) = Ogymyogm for every n € IN and Pz (t) > Pymyogm) (t) for every t > 0. In particular,
Pz (Ozm) > Pyoogm (Bumogm) = 00.

Therefore 2™ ¢ CFR(X) for all n € IN and 2™ — & as n — oo in the pointwise topology.
|

5. The A-Topology

From this point on, we assume that the set CIFS(X) is endowed with the A-topology.
Recall from [8] that a sequence {®(™} converges to ® in the A-topology provided that {®™}
converges to ® in the pointwise topology and that there exist constants C' > 0 and N € IN
such that

[og ||} — log [| (Y]] < C (5.1)
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for all i € IV and all n > N. A set F' C CIFS(X) is declared to be closed if the A-limit of
every A-converging sequence of points from F' belongs to F. The A-topology defines in this
way CIFS(X) as a sequential space. For some purposes, it is more convenient to express this
convergence in slightly different terms. For every ®, ¥ € CIFS(X), define

/ /
cﬂ¢,w);zsupnwx{ﬂwﬂhH¢€H}
€N [l Tlil
Recall that || - || :== || - ||x is the supremum norm over X (cf. Remark 4.1). For every R > 0,
define also

D(®,R)={V :d(?,V) < R} and D(®, R)={V:d(®,¥) < R}.
In view of these definitions, we may express the convergence of a sequence {®™} to ® in the
A-topology by saying that {<I>(”)} converges to @ in the pointwise topology and that there
exist constants C' > 1 and N € IN such that ®™ € D(®,C) for every n > N.
Now, we define the relation

O~V i d(D,T) < oo

It is easy to see that ~ is an equivalence relation on CIFS(X). Note that the transitivity of
~ simply follows from the inequality d(®, x) < d(P, V) - d(¥, x). Henceforth we denote by
[®] the equivalence class of ®, that is,

[] = {¥ : d(®, V) < 00}

Finally, observe that the finiteness parameter function is constant on every equivalence class,
that is, if ® ~ U then 0 = Oy.

The following few results describe the topological properties of the sets D(®, R), D(®, R)
and [®] for any ®.

Lemma 5.1. For every ® € CIFS(X) and R > 1, we have that Int(D(®, R)) = (.

Proof. Let ¥ € CIFS(X) and R > 1. We first prove that ¥ ¢ Int(D(V, R)). Take a
similarity S : X — X such that ||S'|| < (KR)™!, where K > 1 is a constant of bounded
distortion for W. Consider the sequence {¥(™} whose generators are

B = ¥i if i#n

i bioS if i=n.

For all n € IN we have that U™ € CIFS(X), and clearly {¥(™} converges to ¥ in the
pointwise topology. Moreover, for every x € X,

(@) (@) _ [ (SE@)I- 1S']

|95 ()] ¥ ()]
Hence d(¥™ W) < K|S’||7'. Thus, {¥(} converges to ¥ in the A-topology. Further-
more, d(¥™ ¥) > (K|S|)~" > R, that is, ¥ ¢ D(¥, R) for every n € IN. Hence
U ¢ Int(D(¥, R)).

e [KS] K15



LAMBDA-TOPOLOGY VS. POINTWISE TOPOLOGY 17

Now, suppose that Int(D(®, R)) # 0 for some ® € CIFS(X) and some R > 1. For any
U € Int(D(®, R)), we have ¥ € D(®, R) C D(¥, Rd(¥,®))). But, according to the first
part, ¥ ¢ Int(D(¥, Rd(¥,®))) D Int(D(®, R)). This is a contradiction, and we conclude

that Int(D(®,R)) = 0. m

It follows immediately that no set D(®, R), R > 1, is open. However, all sets D(®, R),
R > 1, are closed in [®] and in CIFS(X).
Lemma 5.2. For every ® € CIFS(X) and R > 1, the set D(®, R) is a closed subset of [®].

Proof. Let {¥(} be a sequence in D(®, R) which A\-converges to ¥ € CIFS(X). Then,
given ¢ € IN, we have that
[l _

lim ONTE

B (ol
since the sequence converges in the pointwise topology. Observing that
[ A I [ 04

Il @™y

Y

we deduce that

[l =
€ |RT, R
il | |

Since this is true for every i € IN, we conclude that ¥ € D(®, R). m

It has already been observed that the space CIFS(X) is disconnected, for CFR(X) # 0 is
clopen in the A-topology according to Lemma 5.9(i) in [8]. It follows immediately from the
proposition below that every connected component is contained in some equivalence class.

Proposition 5.3. For every ® € CIFS(X), the equivalence class [®] is clopen.

Proof. Let {¥U(} be a sequence in [®] which A-converges to ¥ € CIFS(X). The \-
convergence guarantees that there exist C' > 1 and N € IN such that U™ € D(®,C) for
every n > N. This implies that U ~ W™ for every n > N. Moreover, since ™ ¢ [®] for
every n € IN, we have that (™ ~ & for every n € IN. Consequently, ¥ ~ ¥ ~ & for every
n > N, that is, U € [®]. This shows that [®] is closed.

Now, let {¥™} be a sequence in CIFS(X)\[®] which A-converges to ¥ € CIFS(X). This
implies in particular that ¥ ~ WU for all n large enough. If ¥ ~ &, then ¥ ~ ¥ ~ & for
all n large enough. In other words, if ¥ € [®], then W™ € [®] for all n large enough. This is
a contradiction. Thus, ¥ ¢ [®]. This shows that CIFS(X)\[®] is closed and therefore [®] is
open. W

Hence, if ® and ¥ belong to different equivalence classes, that is, if d(®, ¥) = co, then ®
and ¥ belong to different connected components. Moreover, since the finiteness parameter
function is constant on each equivalence class and for each 0 < 6 < d there exists a & €
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CIFS(X) with 03 = 0, the space CIFS(X) has uncountably many connected components. We
can say even more about these components.

Proposition 5.4. If Int(X) is star shaped, then for each ® € CIFS(X) the arcwise connected
component of ® in [®] (or in CIFS(X)) is non-degenerate.

Proof. Let ® € CIFS(X). Choose z € Int(X) such that Int(X) is star shaped with respect
to z, that is, such that {(1 —t)z +tz: ¢t € [0,1],2 € Int(X)} = Int(X). For each z € X and
t €[0,1), define ri(x) = (1 — t)x + tz. Observe that r(Int(X)) C Int(X) for every ¢t € [0, 1).
Thereafter define for every ¢ € [0,1) the CIFS &%) = {g@gt)}ieﬂ\“ where o\ := ©; o7, and
o\ = o, for every i > 2. Observe that ®© = &. Note also that (gpgt))’(x) = (1 =t)}(ri(x))
for every » € X and ¢ € [0,1). It follows easily that the map ¢ — ®® is continuous on [0, 1)
and, in particular, that ®® A-converges to ® as t — 0. Then {(I)(t)}te[o,l) is the required arc.
]

The previous result implies in particular that CIFS(X) has no isolated points when Int(X)
is star shaped. More generally, for any X, we have the following.

Proposition 5.5. For each ® € CIFS(X) the class [®] is non-degenerate.

Proof. Let ® = {¢;} € CIFS(X) and V a neighbourhood of X that makes ® conformal.
Choose a similarity S of IR? such that S(V) C ¢1(X). Pick 2 € Int(S(X)). For each
z € IR and t € [0, 1], define r4(z) = (1 — t)x + tz. Observe that there exists 7' € [0, 1] such
that r(S(V)) € S(V) for every ¢t € [T,1]. Thereafter define for every t € [T, 1) the CIFS

d® = {0}, v, where o\ =1, 08 and o = o, for every i > 2. Observe that &) € [®]

for every t € [T',1). It is also easy to see that the map ¢ — ®® is continuous on [T’,1). Then
{QD(t)}te[TJ) is the required arc. B

We will now describe the type of topology the A-topology constitutes. Obviously, the A-
topology is Hausdorff because it is finer than the pointwise topology, which is metrizable.
However, it turns out that the A-topology is itself not metrizable. This is a straightforward
consequence of the following.

Proposition 5.6. For every ® € CIFS(X), the equivalence class [®] is not metrizable.
Proof. This is an immediate consequence of the following proposition. B

Proposition 5.7. Every equivalence class of ~ fails to satisfy the first axiom of countability
at each of its points.

Proof. Let ® € CIFS(X). Suppose to the contrary that there exists ¥ € [®] that has
a countable system {U,},cn of neighbourhoods in [®]. By Lemma 5.1, there exists U™ €
U \D(¥,n) for every n € IN. Since U™ € U,,, we know that {¥(™} converges to ¥. However,
since U™ ¢ D(¥, n), we deduce that {U(™} cannot converge to W¥. This contradiction
completes the proof. B
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Nonetheless, the space CIFS(X) is normal. In order to prove this, we need the following
characterization of closed subsets of equivalence classes.

Proposition 5.8. Fiz a strictly increasing unbounded sequence {Ry}nen of real numbers
larger than or equal to 1. For every ® € CIFS(X), the following statements are equivalent.

(a) The set F is a closed subset of [®];
(b) For every R > 1, the set D(®, R) N F' is a closed subset of [®];
(c) For everyn € IN, the set D(®, R,,) N F is a closed subset of [P].

Proof. (a) = (b) = (c) are obvious. Suppose that (c) holds and that {¥(™} is a sequence in
F which converges to U € [®]. Then there exist C' > 1 and N € IN such that d(¥™ ¥) < C
for all n > N. Therefore we have that d(V™ ®) < d(¥™ ¥).d(¥ &) < Cd(¥,d) for
all n > N. Thus, ¥™ ¢ D(® R,) for all n > N so large that R, > Cd(¥,®). Hence
U ¢ D(®, R,) N F for all n sufficiently large. By (c), we deduce that ¥ € D(®, R,,) N F for
all n large enough. In particular, ¥ € F and F' is closed. B

Theorem 5.9. The space CIFS(X) endowed with the A-topology is normal.

Proof. We have already observed that CIFS(X) is Hausdorff. Since all the equivalence
classes [®], & € CIFS(X), are clopen, it suffices to show that all the subspaces [®] are
normal. So, take ® € CIFS(X) and set D,, := D(®,n), n > 0. Fix two disjoint closed subsets
A and B of [®]. We shall construct by induction two sequences {U, }°, and {V,,}>°, of open
subsets of D,, (in the relative topology on D,,) with the following properties:

For all n > 0,

(an) iﬂEnC U, aniBﬂanVn;
( bn ) Un CEnJrl and Vn - Vn+1;

(cn) U,NV, =0.

Set Uy = Vo = 0. Then ( ap ) and ( ¢y ) are trivially satisfied (since Dy = 0). For the
inductive step, suppose that U, and V,,, n > 0, have been constructed in such a way that
properties ( a, ) and ( ¢, ) hold. We shall construct subsets U, and V,4; of D, 1 so that
properties ( a,11 ), ( ¢pr1 ) and (b, ) hold. Indeed, both (AN D, +1)UU, and (BN D,,+1)UV,
are closed subsets of D, ;. Using in turn the disjointness of A and B, property ( ¢, ), the
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inclusions U,,V,, C D,,, property ( a, ), and ( ¢, ) again, we get

, Vi
(AN Do) UT) (BN Dui)UV,) = (ANBNDuin) U(ANDuia N V)
U(U, N BN Dpya) U (U, N V)
= (ANDppNVo) U (U N BN Dyy)
= (AnD,NV,)u(BNnD,NU,)
C (U.NV)Uu(V,nU,) =0Ubd=0.

Since thg space D, is normal (as metri@ble), there thus exist two open subsets U, 1 and
Vpi1 of Dyyq (in the relative topology of Dy, 1) such that

(Amﬁn-l-l)umc Un-‘,—la (Bmﬁn—&-l)uvnc Vn+1
and
Unt1 N Vg1 = 0.

So, conditions ( an11 ), ( b, ), and ( ¢,41 ) are readily satisfied, and the inductive construction
is complete. Now, set

U= L_JOUn and V= L_JOVn.

Conditions ( ¢, ) and ( b, ) imply immediately that
unv=4.
It follows from ( a, ) that

A= QOAQEH C QOUn:U.

Likewise,
BcCV.

We are left to show that the sets U and V' are open. To do this, fix £ > 1. Using ( b, ), we
get

DN ([0\U) = D\U = D\ U U = D\ U U = () DU = () De 1 (Du\T).

n=0 n=~k n=k n=~k

But each set D, \U, is closed in D, and since for all n > k the topology on Dj, is induced
from D, all the sets Dy N (D,\U,) are closed in Dj. Therefore Dy N ([®]\U) is a closed
subset of Dy and thus it follows from Proposition 5.8 that [®]\U is a closed subset of [®],
that is, U is an open subset of [®]. Likewise, V' is an open subset of [®], and we are done. B

We now consider the question of compactness of the space CIFS(X).

Proposition 5.10. The space CIFS(X) endowed with the A-topology is not sequentially com-
pact.
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Proof. Let ® € CIFS(X). For each n € IN let S™ be a similarity such that S™(X) C
Int(p, (X)) and [(S™)| < (1/n)||¢,||. For each n > N, define ®™ = {p;}72! U {S™} U
{0i}2%,+1- Then @™ — & in the pointwise topology as n — co. However, every subsequence
of {®™} diverges in the A-topology. Indeed, if a subsequence converged in the A-topology,
then it would converge to ®. But for every n we have d(®™ &) >n. m

We now study the boundaries of the different types of CIFSs that live on X. Let us begin
with the irregular systems.

Proposition 5.11. 9(IR(X)) = 0(R(X)) = CR(X) in the A-topology.

Proof. Observe first that J(IR(X)) = 9(R(X)), for IR(X) = CIFS(X)\R(X).

Now we show that O(IR(X)) € CR(X). By Lemma 5.9(iv) from [8], we know that
IR(X) is open in the A-topology. Thus, 9(IR(X)) NIR(X) = 0. Moreover, according to
Lemma 5.9(1)4+(ii) from [8], we have that SR(X) is open. Thus, 9(IR(X)) N SR(X) = 0.
Hence J(IR(X)) N (IR(X) USR(X)) = 0, and therefore O(IR(X)) C CR(X).

To prove the opposite inclusion, let ® € CR(X). Choose a similarity S : IR? — IR such
that S(X) C Int(X) and whose similarity ratio A < K—2/2, where K is a distortion constant
for . For every i € IN, set 1; = ¢; 0 S. Notice that

KAl < il < Allei- (5.2)

For each n € IN, define @™ = {;}77' U {1, } U {;}, 1. 1l follows immediately from (5.2)
that @™ — ® as n — oo in the A-topology and that (®™) = §(®) =: § > 0. We claim
that all the ®™)’s are irregular systems. Suppose for a contradiction that P, := Py (0) >0
for some n € IN. Let p be the o-invariant Gibbs state on IN*® for the potential w +—
0log |y, (Te(ow))|, w € IN™, where g : IN* — X is the projection onto the limit set
induced by the system ®. Likewise, let u, be the o-invariant Gibbs state on IN*® for the
potential w — 0log (M) (Tem (ow))|, w € IN®, where Tgm : IN® — X is the projection
onto the limit set induced by the system ® . From the Gibbs property there exists a constant
C > 1 such that

cr< M) o e D (5.3)
1L, 11 1[5y ||oe=Palel

for every w € IN*. Fix an arbitrary such w. Let k = #{1 < j < |w| : w; = n}. Then there is
a unique concatenation

2) ko —

xnf? % xw® s nh

w=wM % nF % sl
such that @M, @® ... o0 oY ¢ (IN\{n})*, and where [@?|, [@®],...  [@®] > 1 @W
and @™V can be empty), ki, ko, ...k > 1and ky + ko + ... +k =k (I < k). Set w0 =

@) xmki for all 1 < j < [, and w®Y = D Using the bounded distortion property
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and (5.2), we get

ISV <l - Nl - ool ll® -l I N - el |
< llebar Il (AlRLID* -l | - (Al - .- kol - (AllgnlD)* - ek
= Al Il - lenll®) - (el - 1l1#2) - - (lebl - el - g
< AMES L)) - (K2 eel) - (KR ool - s
= A Kk”%(l)” : ||<P:)<2>|| T HSOZN)H ’ H@fu(l“)H
< AP KFY|(o 0 0 wum 0. o @ m 0 o )|

= ATKMg ) < AT K|l = (AR [l ]l < 2781l .
where the last inequality follows from the fact that A < K—2/2.
Applying (5.3), we deduce that
pn([w]) < ClLEY 1P < LY < C- 27Nl |1 < - 278 u(w]). (5.4)

Hence the measure p,, is absolutely continuous with respect to u, and since these two measures
are ergodic (as Gibbs states of Holder continuous potentials) with respect to the shift map
o : IN*® — IN*, they must be equal, that is, pu, = p. But if w € IN* is a word with k so
large that C?-27% < 1, then, in view of (5.4), we have i, ([w]) < pu([w]), which implies that
fn # . This contradiction completes the proof. B

As a straightforward corollary, we obtain the following.
Corollary 5.12. 9(CR(X)) = CR(X).

Proof. The previous proposition implies that Int(CR(X)) = (), for if this were not the case
then O(IR(X)) # CR(X). =

We now turn our attention to SR(X).

Proposition 5.13. 9(SR(X)) = 9(SR(X)\CFR(X)) C CR(X).

Proof. We first prove that 9(SR(X)) C CR(X). Since SR(X) is open, we have (SR(X))N
SR(X) = 0. Since IR(X) is open, we also have (SR(X))NIR(X) = (). Therefore 9(SR(X))N
(IR(X) USR(X)) = 0 and hence 9(SR(X)) C CR(X).

Regarding the equality O(SR(X)) = 9(SR(X)\CFR(X)), observe that this latter follows

from the topological lemma below and the fact that CFR(X) is clopen in the A-topology
according to Lemma 5.9(i) from [8].1

Lemma 5.14. Let Z be a topological space, S C Z a set and T C S a clopen set in Z. Then
0S5 = 0(S\T).

Proof. This follows readily from the characterization of a clopen set T" as having no bound-
ary, that is, 0T = 9(Z\T) = 0. m

However, notice that the reverse inclusion CR(X) C 9(SR(X)) does not hold in general.
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Proposition 5.15. If ® € CR(X)UIR(X), 0 =d and ¥ ~ &, then ¥ € CR(X) UIR(X).

Proof. Suppose for a contradiction that ¥ € SR(X). Then d = 0 = 0y < hy < d. This is
a contradiction. W

As an immediate consequence of this proposition, we obtain the following.

Corollary 5.16. If ® € CR(X) and g = d, then ® ¢ SR(X). In particular, ® ¢ O(SR(X)).

A system with the property required in the hypothesis of Corollary 5.16 was described in
Example 5.2.5 on page 141 of [7], and thus the inclusion CR(X) C 9(SR(X)) does not hold
in general.

The following result shows that a “large” subset of CR(X) is contained in (SR(X)). This
subset is determined by two conditions: (1) that all the systems consist of similarities only
and (2) that they satisfy a separation condition. Note that Corollary 5.16 guarantees that
the following result is not true without this separation condition. Observe also that the
separation condition in question is weaker than the more common super strong separation
condition, which states that for every i € IN

pi(X) N U @i(X) =0.
JF#i
Proposition 5.17. Let & € CR(X) N SIFS(X) be such that there exists some m € IN for
which

em(X) CInt(X) and ©n(X)N | ¢;(X) =0.
J#Fm

Then @ € 9(SR(X)\CFR(X)) = 9(SR(X)).

Proof. Let ® € CR(X) N SIFS(X) be such that there exists m € IN for which ¢,,(X) N
Ujzmep;(X) = 0. Then we can find a sequence of similarities {¢,,} which converges to ¢,, in
C'(X), which is such that 1,(X) C X, 1,,(X) NUjznp;(X) = 0 and such that each v, has

a larger similarity ratio than that of ¢, (in other terms, ||¢/ || > ||¢,|| for each n € IN). For
each n € IN, define

O = {oi}7" U {unt U {0} Z i

Clearly, ®™ ¢ SIFS(X) since ®™ satisfies the OSC. Indeed, ®™ is the same as & ex-
cept for its m-th generator which is replaced by 1, ® satisfies the OSC and ), (Int(X)) N
Ujmep; (Int(X)) = 0. Moreover, @™ — & as n — oo in the A-topology since ™ and ®
share the same generators except the m-th one and {1, },ev converges to ¢, in C'(X).

We claim that all ®()’s are strongly regular, though not cofinitely regular. First, observe
that Opm = 0 since @™ and ® share all but finitely many generators. Moreover, ®™ is
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strongly regular for all n € IN since

Pgw) (Opm)

= Py (0a)

log

log

log

0.

Pa(fo)

ZH Y
Z leill® + ln ™ + 32 H%!Ie‘b]

i=m+1

z 1
m—1
Z 105]1% + [lh, 1% + Z [15]|%

’Ll i=m+1

Finally, ®™ is not cofinitely regular for every n € IV since

Ppw) (Opm)

This completes our study of the boundaries of the diverse types of systems. Note that the
question whether the previous result holds for any ® € CR(X)\SIFS(X) remains open.

We have earlier reminded the reader that the A-topology ensures that the finiteness pa-
rameter function, the pressure function and the Hausdorff dimension function are continuous.
However, we will see in the forthcoming two results that this topology is not fine enough to
guarantee that the coding map and the closure of the limit set depend continuously on the

system ®.

Proposition 5.18. Equipping the space CIFS(

= P<I>("> (9<I>)

log

log

log

log

Q.

ZH Y|
Z lil|% + [l )17 + Z ||901|0‘P]

i=m+1

S e + [ — ||so;n|rﬂ

Le=1

exp(Po(00)) + 14,11 = ¢}

all compact subsets of X with the standard Hausdorff metric py, the map

J

CIFS(X) — r(X)

d —  Jp

is discontinuous at every ® € CIFS(X) such that X\Upenpn(X) # 0.

X)) with the A-topology and the space k(X) of
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Proof. Let ® € CIFS(X) be such that X\U,enpn(X) # 0. Pickaball B C X\Upenen(X).
Let %B denote the ball concentric with B and of radius half that of B. Finally, let V be an
open neighbourhood of X such that all ¢,,’s extend to C! conformal diffeomorphisms of V' into
V. Since lim,,_,« ||}, || = 0, there exists N € IN such that for every n > N there is a similarity
Sp:V — 1B with |S,| = ||, ||. For each n > N, define ™ = {o;}77' U {S,} U {;}2 41

Then ®™ — & in the A-topology as n — oo. Indeed, it is clear that & — & in the
pointwise topology as n — oo, and d(®™, ®) = 1 for every n > N.

However, py(Jpm), Jo) 7+ 0 as n — oo. Indeed, Jp C Upenpn(X). Nonetheless, for every
n > N we have p{™(X) = S,(X) C 1B, and hence Jym N 1B # 0. Thus, py(Jem, Jo) >
tdiam(B) > 0 for every n > N. m

Corollary 5.19. Endowing the space CIFS(X) with the A-topology and the space C(IN™ | X)
of all continuous maps from INY into X with the standard supremum norm, the map
r . CIFS(X) — C(N™ X)

d = TP
is discontinuous at every ® € CIFS(X) such that X\Upenpn(X) # 0.

Proof. Let ® € CIFS(X) be such that X\U,enen(X) # 0. Suppose for a contradiction
that 7 is continuous at @, and let {®™} be a sequence in CIFS(X) such that ®™ — & in
the A-topology. Then, for every ¢ > 0 there exists NV € IN such that for each n > N we have
|7pm) — Tol|so < €. This means that |mgm (w) — me(w)| < € for every w € INY. But then
pr(Jpm, Jp) < €. Since £ > 0 and the sequence {®™} were chosen arbitrarily, Lemma 3.3
in [8] asserts that the map J. is continuous at ®. This contradicts Proposition 5.18, and we
are done. W

Finally, we turn our attention to the continuity of measures. For every ® € CIFS(X), let
Fin(®) = {t > 0: Pa(t) < oo} = {t > 0: P (t) < oo}

Note that if d(®, ¥) < oo, then Fin(®) = Fin(¥). For every t € Fin(®), let mq, be the cor-
responding conformal (Gibbs geometric) measure and pe; the corresponding Gibbs invariant
measure. Our main result is the following.

Theorem 5.20. Let ® € CIFS(X), and suppose that the sequence {®™} converges to ® in
the A-topology on CIFS(X) with all ®™ s admitting a common neighbourhood V of X. If
tn — t, where t, € Fin(®) for alln € IN and t € Fin(®), then mgw ,, — mey weakly and
Lo g, — Mot weakly.

We shall first prove the following property of the pressure function. This result partially
generalizes Theorem 5.6 in [8].

Lemma 5.21. Let ® € CIFS(X), and suppose that the sequence {®™} converges to ® in the
A-topology on CIFS(X). Ift, — t, where t,, € Fin(®) for alln € IN and t € Fin(P), then for

every k € IN, we have lim,,_, Pq(le) (tn) = Pq()k) (1).
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Proof. The proof being inspired from that of Theorem 5.6 in [8], we just give some
guidelines. Fix k € IN. Let ¢ > 0. Define ¢, := min{¢,inf{t,, : n € IN}} and tp.x =
max{t,sup{t, : n € IN}}. Since t,, € Fin(®) for all n € IN, ¢t € Fin(®) and t,, — t as n — oo,
we have [tmin, tmax] C Fin(®). Moreover, since {®(™} converges to ® in the A-topology, it
follows from condition (5.1) that there exist C' > 0 and M € IN such that

- ¢ -
o G o
il
for all t € IR, all i € IN and all n > M. Since Pé )(tmm) < 00, there exists a finite set G C I*

such that
> el
welk\G

where K = Kg is a constant of bounded distortion for the CIFS ®. By Lemma 5.1 in [§]
there is N € IN such that for every n > N,

D NSl = 32 Nl

weG weG
On the one hand, it follows that for every n > max{N, M}

k
PE ) < S @Yt 4 etk ST |l

. _ _ 3
tmin <e kCtmaxK ktmaxi’

weqG welk\G
< X el + 5 = 4 FOtmax fktmax S (o Jltmin < ™l [ e < PO(E) f e
wed welk\G weG

On the other hand, for every n > max{N, M}

n n min £ k
P (t) > SNV > Sl =2 2 3 llebllf = 2 llellfn == = P —e.

weq@ weqG welk welk\G
Consequently, for every n > max{N, M}
(k (k
‘Pq)(,)l) PPt )’ <e.

Since € > 0 was chosen arbitrarily, we have thus shown that lim,_., P (t,) = P(t). m

P(n)

We then obtain the following, which partly extends Theorem 5.7 in [8].

Lemma 5.22. Let ® € CIFS(X), and suppose that the sequence {®™} converges to ® in the
A-topology on CIFS(X). Ift, — t, where t, € Fin(®) for alln € IN and t € Fin(®), then
limn_>oo P(I,(n) (tn) == Pcp(t).

Proof. Let € > 0. Choose k € IN such that

1
- log PEt) < Po(t) + =
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Using Lemma 5.21, pick N € IN such that

1 k
e Elog qu )(t) <

for every n > N. It follows that for every such n,

€
log qu)w( n) — 3

1 1 €
Py (tn) < 7 10g Py (1) < - log Py (1) + 5 < Palt) +¢

Since € > 0 was chosen arbitrarily, we have thus shown that limsup,,_, . Py (tn) < Po(t).
Now, let t* > t. Since t,, — t as n — oo, there is N € IN such that t, < t* for all n > N.

Let F' be a finite subset of IN. Based on Theorem 2.1.5 from [7] and on Lemma 4.2 from [8],

and since the pressure function for every system is a non-increasing function, we have that

lim inf Py (tn) = liminf Py p(t,) = liminf Pee p(87) = Pop(t7).

Since this is true for every finite subset F' of IN, we deduce from Theorem 2.1.5 in [7] that
ligri)glf Py (tn) > sup P p(t") = Ps(t").

FCIN,Ffinite

Since this is true for every t* > ¢, and since t € Fin(®) and Pp is continuous and decreasing
on Fin(®), we conclude that

ligri%)rolf Py (tn) > sup Pe(t*) = Pp(t) > limsup Py (t,,).

t*>t n— o0

Now consider the following normalized linear operators acting continuously on C(X):
Lig(x) = e POpi(a) | g(pi(x))
i€l

and

Losg(x) =3 e Tato @[ (MY () g (o7 ().

i€l
Moreover, recall that by definition the operator norm is

1£elloo := sup{[[Liglloe : g € C(X), llglloc < 1}.

Recall also that I = IN. We have the following result.

Lemma 5.23. Let ® € CIFS(X), and suppose that the sequence {®™} converges to ® in the
A-topology on CIFS(X). Ift, — t, where t,, € Fin(®) for alln € IN and t € Fin(P), then
hmnﬂoo |’£n,tn - Et”oo =0.

Proof. As previously, let ¢, = min{t,inf{t, : n € IN}} and ty.x = max{t,sup{t, : n
IN}}, and let P = min{Pg(t),inf{Ppm) (t,) : n € IN}}. Recall that [tmin, tmax] C Fin(®).
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Observe also that P < oo since Pp(t) < 0o. Fix 0 < e < 1. Then there exists a finite set
1. C I such that

_ ) 9
e Y el < S

iel\I. 4
where C' > 1 is a constant arising from the hypothesis that ®™ — & in the A-topology.
Hence,
€

> e PO, X e G MY < (5.5)

iEI\Is ie]\ls

for every n € IN. Now, for every g € C(X) and every x € X, we get

> e T | (oMY () g = > e Opi(a) g (i)

i€l i€l

<3 e POl (@) g(oi () — g(pi())]

i€l

+ 3 g™ @) [e P @ (M) (@) = e PO ()]

i€l
D3 il lg(e (@) — glpi))]
i€l
Hllglloo 3 e o () (@) — PO (@)
i€l

Since & — @ pointwise and since the set I, is finite, taking n € IN large enough, the first
summand will be bounded above by £||g||«; recalling that lim, .. Py (tn) = Ps(t) according
to Lemma 5.22 and lim, .. t, = t, the second summand will also be bounded by $||g||s for
all n sufficiently large. Furthermore, taking into account (5.5), we deduce that

L01,9(@) = Lug(x)| < *Ilglloo+||9||oo > e oY+ flglle Yo e POl

ZEI\Ie ’iEI\Is
< lglloe + S lglloo + lglloo = £l
= 5 Jllco 4 Jllco A Gllooc = €||G||oo-

Hence ||£+,9 — Lt9]|co < €]|g]|lco- Since g was chosen arbitrarily in C'(X), we conclude that
| L, — Lt|lo < €. Since € was chosen arbitrarily, we are done. B

Proof of Theorem 5.20. In order to allege notation, set m; = mg ¢, and m, = Mmem ,;, for
every n € IN. Do similarly for the measures p and the operators £. Let v be an arbitrary
weak accumulation point of the sequence {m,, }, say v = lim; .o, m,,. In virtue of Lemma 5.23
we know that for every g € C'(X)

lim £, mn,(g) = jlilg M, (Ln,;9) = v(Lrg) = Liv(g).

Jj—o0
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This means that the sequence {L}, m,,} converges weakly to Liv. But L} my; = m,; and
{m,,} converges weakly to v. Thus, £;v = v. It then follows from the uniqueness part of
Theorem 3.2.3 in [7] that ¥ = m,. Thus, the set of weak accumulation points of the sequence

{m,} consists solely of m;, meaning that {m,} converges to m; weakly.
Now, let us consider invariant measures. We shall show the following.

Claim. The (-Hélder norms of the normalized positive fixed points p, (i.e. with m,(p,) = 1)
of the Perron-Frobenius operators L, are uniformly bounded.

Indeed, starting from Theorem 2.4.3 and Lemma 2.4.1 in [7] or, in fact, their “downstairs”
equivalents on X, we need to show that the constants ) and C' are uniformly bounded above
in n. According to the last line in the proof of Lemma 2.4.1, we have C' = Q(M log(T(f))+1),
and thus we need to show that @, M and T'(f) are uniformly bounded, where f = (4. From
the line following inequality (2.23) in the proof of Lemma 2.4.1, we observe that M > 1 will
be uniformly bounded provided that T'(f) is. Thus, we only need to establish that @ and
T'(f) are uniformly bounded. But @ is a ratio bounding constant for the Gibbs state of f, and
simplifying the proof of Theorem 2.3.3 to the case of a full-shift we see that ) can be taken
as max{T'(f),T(f)"'}. Therefore it remains to prove that T'(f) is uniformly bounded away
from 0 and co. By definition, T'(f) = exp(V,(f)/(e* — 1)) (still in [7], look at the bottom of
page 26 for the definition of T'(f) and the top of page 19 for V,(f)). In our case, f = (pm
is Lipschitz for all n and thus a = 1 and V,(f) is the Lipschitz constant for f. Since a =1
and V,(f) > 0 for all n, we have T'(f) > 1 for all n. On the other hand, the uniform upper
bound on V,(f) is a consequence of Theorems 4.1.2 and 4.1.3. Indeed, note the presence of
the constants K3 and K, in these two theorems. These constants generally depend on the
neighbourhood V). Since all ®()’s admit a common such neighbourhood V', we deduce
that the constants K3 and K4 are uniformly bounded in n. Therefore V,,(f), and hence T'(f),
is uniformly bounded above. The claim is proved.

In virtue of this claim, it follows from Arzela-Ascoli’s Theorem that each subsequence of the
sequence {p,} has a converging subsequence in the supremum norm. It then directly follows
from Lemma 5.23 that the limit p of each such subsequence is a non-negative fixed point of
L;. Since, as we already know, {m,,} converges weakly to m;, we have m;(p) = 1. Thus, pmy
is an invariant Borel probability measure which is absolutely continuous with respect to m;.
Hence pm; = pymy, meaning that p = p;. Therefore {p,} converges to p; in the supremum
norm on C'(X). Consequently, for every g € C'(X) the sequence {gp,} converges uniformly
to gpy. Thus,

lim / gdp, = lim / gpndmnz/ gptdmt:/ g dp.
n—oo Jx n—oo Jx X X

This means that {u,} converges weakly to u;. We are done. B
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Remark 5.24. In the case d > 3, Theorem 5.20 remains valid when replacing the existence
of a common V by the weaker assumption that the centers of inversion of the generators of
all the systems ®™) = {%(n)}iezzv, n € IN, remain uniformly away from X. That is, if al(")
is the center of inversion of gol(") (if @5") is a similarity, then we declare al(-n) = o0) and if

A= Ui,n{al(")}, then it is sufficient to assume that dist(A, X) > 0.

As an immediate consequence of this theorem and Theorem 5.10 in [8], we obtain the
following.

Corollary 5.25. If & — & in the A-topology with all ®™ s admitting a common neigh-
bourhood V', then M p () ~ M he weakly and Pt by 7 Ko he weakly.

Remark 5.26. Note that we do not assume in the above corollary that Py(he) = 0 or
Py (hgm) = 0 for any n.

Remark 5.27. In [8], we should have assumed the space X to be connected and to satisfy

X = Int(X). Moreover, there are two instances in which we failed to take into account the
distortion created by the generators of the systems:

1- Lemma 4.1 in [8] holds when X is conver. However, when this is not the case, the fol-
lowing, slightly weaker result is a consequence of the local bounded distortion of the generators
of the systems. The proof of this result goes along similar lines to those in [8].

Lemma. The coding map © : CIFS(X,I) — C(I*®°,X) is continuous. Moreover, given
¢ € CIFS(X), for each 1 < D < ||®'||7! there is € > 0 such that

1 1
— < — U —-D < v, P
H’N‘I’ 7T¢)|| =7 _DH(I)/H H || =71_ ( ’ )

e P
Do
for all V € B(®,¢).
Note that Lemma 4.2 in [8] remains valid. One only needs to use in the proof the above

amended form of Lemma 4.1 instead. Thus, all the following results, as announced in the
paper, hold.

2- The inequality in the first part of the proof of Lemma 5.1 in [8] should be replaced by

P2 (2) = pul@)] = 0L, (93 ()) = Pun (Poul@))]
< [0, (920(2)) = Pun ()] + [ (920 (2)) = P (P00 ())

< 1@, = anll + Kallol, | - o5 — $oull,
where Kg is a distortion constant for ®.
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